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In systems diagnostics it is often difficult to define test requirements and acceptance thresholds for these tests. A technique that can be used to alleviate this problem is to use fuzzy membership values to represent the degree of membership of a particular test outcome. Bayesian networks are commonly used tools for diagnostics and prognostics; however, they do not accept inputs of fuzzy values. To remedy this we present a novel application of fuzzy Bayesian networks in the context of prognostics and health management. These fuzzy Bayesian networks can use fuzzy values as evidence and can produce fuzzy membership values for diagnoses that can be used to represent component level degradation within a system. We developed a novel execution ordering algorithm used in evaluating the fuzzy Bayesian networks, as well as a method for integrating fuzzy evidence with inferred fuzzy state information. We use three different diagnostic networks to illustrate the feasibility of fuzzy Bayesian networks in the context of prognostics. We are able to use this technique to determine battery capacity degradation as well as component degradation in two test circuits.
INTRODUCTION

In our lives we rely on the smooth operation of many electrical and mechanical systems. Some of these systems are more important than others, and if a failure occurs, the consequences can be dire. To help maintain proper operation of systems, engineers and scientists attempt to model these systems to monitor system health, diagnose problems, and predict failures.

Problem

Bayesian networks are a typical tool used to measure system states and diagnose problems. Such Bayesian networks rely on tests that are performed within a system. These tests can be voltage measurements, current measurements across resistors, component or ambient temperature, or functional tests like a light coming on or a buzzer buzzing. The outcome of these tests are typically used as evidence within a Bayesian network that relates this evidence to possible faults or failures within a system.

Within a Bayesian network, diagnoses are represented as random variables with a probability distribution over the particular part or component being good, or being a candidate for failure. This relationship between being good, or a candidate for failure can provide valuable information not only to system designers, but to the system operators and people performing maintenance. When these tests are part of regular operation of a system, they can provide real-time information to all three parties mentioned above.
When a component starts to go out of specification, the tests that are performed will also begin to deviate from the normal operational levels. If, for example, an airplane were able to monitor the health of its own systems and be able to diagnose problems in real-time, this information could be presented to a pilot who would be able to take preventive actions before a full failure occurs, endangering assets and lives. This self diagnosis would also be able to improve the maintenance process by reducing the amount of testing and diagnosing maintenance crews would be required to perform.

A diagnostic Bayesian network, in conjunction with evidence, can be used to calculate the probability a component is good or is a candidate to fail. However, it might be more valuable if a system would be able to represent levels of component and system degradation instead of probability of failure. The ability to represent levels of degradation would be very useful, for fault prognostics. Prognostics is a discipline that focuses on predicting future failure. More specifically it focuses on predicting the time at which a system will no longer function correctly.

Understanding the level of degradation would aid in prognostics by possibly making it easier to predict failures and thus schedule maintenance prior to failure occurring. Being able to schedule maintenance efficiently would help prevent expensive and possibly life threatening catastrophic failures of systems, while at the same time not wasting resources replacing components more then necessary. This is sometimes called “condition based maintenance” or “just in time maintenance.”

An approach to creating a method to determine a level of system degradation has been previously performed in [1]. The process presented by that work provided a method of representing gray-scale health, which is a value in the range \([0, 1]\) representing system health. This gray-scale health is estimated by using fuzzy fault trees. The gray-scale health measure that is created from the fuzzy fault tree is the fuzzy
membership value for a particular component failure. The fuzzy membership value is a number in the range \([0, 1]\) that represents the degree of membership of a particular set. A traditional “crisp” set has membership values of either 0 or 1. These crisp sets are what are typically used in fault trees and Bayesian networks.

This application of fuzzy sets and the fuzzy fault trees to estimate gray-scale health was the original inspiration for the work reported here. This work focuses on being able to create a similar gray-scale health estimate with a Bayesian network instead of a fault tree. Similar to the previous work, the fuzzy membership function will help to determine a level of degradation.

In contrast with the method developed here, fault trees produce one, crisp answer, or diagnosis from a set of tests. The addition of fuzziness into the fuzzy fault tree softens this crisp result. In a Bayesian network, the diagnoses are probabilities, not crisp outcomes. The fact that the Bayesian networks output probabilities for each individual diagnosis allows the diagnostic reasoner to be much more flexible than a basic fault tree in that it can represent multiple, concurrent failures as well as varying probabilities of failures.

To solve the problems with Bayesian networks mentioned above, we propose to enhance Bayesian Networks with fuzzy sets to create a Fuzzy Bayesian Network. This solution uses fuzzy membership values in conjunction with a Bayesian network to determine the level of degradation within a system. This system is able to use fuzzy membership values similar to evidence in the network, and output a fuzzy membership value as a level of degradation. This solution is explained in more detail in Chapter 4.

Integrating the probabilities from the Bayesian network with the fuzzy membership functions becomes difficult because there are two independent measures of uncertainty being used to produce one value to represent system degradation. Probabilities
are not fuzzy membership values, and fuzzy membership values are not probabilities. Each represent slightly different concepts, even though they are both represented by a real number in the interval \([0, 1]\). This makes the integration of these two concepts difficult because we want to be able to preserve both the probabilities calculated from the Bayesian network and the fuzzy membership values throughout the calculations.

A benefit of using fuzzy evidence within a Bayesian network is that the model can become much more expressive than a traditional Bayesian network. This is because Bayesian networks, similar to fault trees, typically rely on crisp evidence. The outcome of a particular test will be either a Pass or a Fail, and the network can use that as evidence in its calculations. However, when taking measurements like voltage or current, a lot of information and expressive power is lost by mapping those continuous measurements into either a Pass or a Fail.

When dealing with continuous measurements it can be very difficult to specify exactly a level at which a test goes from passing to failing. When using a Fuzzy Bayesian Network, this does not need to be done. The measurements that are involved in the test can be mapped directly into the network by a fuzzy membership function. This fuzzified value is then used by the network in coming up with a level of degradation.

The overall problem this work is focusing on is the definition of the framework of a Fuzzy Bayesian Network within the context of prognostics and health management that will give levels of degradation for each measured component.
Bayesian Networks

Bayesian networks are probabilistic models corresponding to joint probability distributions that utilize conditional dependencies among random variables. Bayesian networks are used in a wide variety of domains, such as image processing, search, information retrieval, diagnostics, and many others. A Bayesian network uses observations, or evidence, and previously determined conditional probabilities to give the probability of a certain state.

More formally, a Bayesian network $\mathcal{B}$ is a directed, acyclic graph whose vertices correspond to random variables of a distribution, and the edges correspond to conditional dependencies between random variables. Each vertex has an associated conditional probability distribution: $P(X_i | \text{Pa}(X_i))$, where $\text{Pa}(X_i)$ are the parents of vertex $X_i$. The lack of an edge between two vertices indicates there is no direct interaction between the two nodes. However, these nodes can still interact in certain circumstances. An example of this is a V-structure where a common child of the two nodes is known.

Bayesian networks are a way of representing joint probability distributions in a more compact way by using conditional dependencies among the random variables. Instead of needing to enumerate the entire joint probability distribution we can just use the product rule from probability to get the following:

$$P(X_1, ..., X_n) = P(X_1) \prod_{i=2}^{n} P(X_i | X_1, ..., X_{i-1})$$

Bayesian networks are able to exploit conditional independence, which is represented in the directed acyclic graph $\mathcal{G}$, to reduce the model’s complexity and yield the fol-
Following:

\[ P(X_1, \ldots, X_n) = \prod_{i=2}^{n} P(X_i | \text{Pa}(X_i)) \]

Bayesian networks are frequently used because the models they use are often easier to understand than other graphical models, like Artificial Neural Networks. Additionally, even without the use of evidence, it can be much easier to tell what a particular network is representing and how it will behave in the presence of evidence. Bayesian networks are generally easy for domain experts to construct because of their reliance on conditional probabilities and not arbitrary weights like other graphical models.

**Bayesian Network Example**

To better illustrate Bayesian networks, we present an example from [2]. Assume we have the network in Figure 1, and the conditional probability tables in Tables 1, 2, 3, and 4. In the network representations we use in this project, we represent query (diagnosis) nodes as ovals, evidence nodes as diamonds, and hidden nodes as squares. Hidden nodes are random variables that do not have evidence applied to them, but are also not queried. Hidden nodes do however have conditional probability tables, which do effect the calculations performed in the inference process.

![Figure 1: Example Bayesian Network](image-url)
Table 1: Conditional Probability Table for Cloudy node

<table>
<thead>
<tr>
<th>P(¬Cloudy)</th>
<th>P(Cloudy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 2: Conditional Probability Table for Sprinkler node

<table>
<thead>
<tr>
<th>Cloudy → Sprinkler</th>
<th>P(¬Sprinkler)</th>
<th>P(Sprinkler)</th>
</tr>
</thead>
<tbody>
<tr>
<td>¬Cloudy</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Cloudy</td>
<td>0.9</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 3: Conditional Probability Table for Rain node

<table>
<thead>
<tr>
<th>Cloudy → Rain</th>
<th>P(¬Rain)</th>
<th>P(Rain)</th>
</tr>
</thead>
<tbody>
<tr>
<td>¬Cloudy</td>
<td>0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>Cloudy</td>
<td>0.2</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 4: Conditional Probability Table for Wet Grass node

<table>
<thead>
<tr>
<th>Rain ∧ Sprinkler → Wet Grass</th>
<th>P(¬Wet Grass)</th>
<th>P(Wet Grass)</th>
</tr>
</thead>
<tbody>
<tr>
<td>¬Rain ¬Sprinkler</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>¬Rain Sprinkler</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>Rain ¬Sprinkler</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>Rain Sprinkler</td>
<td>0.01</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Bayesian Inference - Example 1. There is a lot of information stored within this network. With this network we can ask questions like, “What is the probability the grass is wet, given the sky is cloudy?” This question then takes the form
$P(Wet\ Grass|Cloudy)$. Since we know, or have evidence that the sky is cloudy, we can use Table 2 to give us the probability of the sprinkler being on when the sky is cloudy, $P(Sprinkler|Cloudy) = 0.1$ because, by the directed edge in the graphical structure, we know that Sprinkler is conditionally dependent on Cloudy. Similarly, we can use Table 3 to give us the probability of Rain when the sky is cloudy, $P(Rain|Cloudy) = 0.8$, also because by the graphical structure we know that Rain is conditionally dependent on Cloudy.

Now that we have the updated beliefs for the random variables Rain and Sprinkler, we can update the belief for Wet Grass. To do this we need to get the conditional distribution from Table 4 and multiply it by the updated beliefs we have for Rain and Sprinkler. In the following example, for brevity the random variables Rain, Sprinkler, Cloudy and Wet Grass will be represented as $R$, $S$, $C$ and $W$ respectively.

$$P(W|C) = P(S|C)P(R|C)P(W|R,S)$$
$$+ P(\neg S|C)P(R|C)P(W|R,\neg S)$$
$$+ P(S|C)P(\neg R|C)P(W|\neg R,S)$$
$$+ P(\neg S|C)P(\neg R|C)P(W|\neg R,\neg S)$$
$$= 0.1 \times 0.8 \times 0.99 + (1 - 0.1) \times 0.8 \times 0.9$$
$$+ 0.1 \times (1 - 0.8) \times 0.9 + (1 - 0.1) \times (1 - 0.8) \times 0.0$$
$$= 0.7452$$

Thus, we find that $P(Wet\ Grass|Cloudy) = 0.7452$. This was a fairly simple process since we are propagating the beliefs in the direction of the conditional dependencies. Due to this, we only really need to look up the probabilities in the conditional probability tables and multiply or add where appropriate.

This example relied heavily on marginalization. Marginalization is an important technique in evaluating Bayesian networks and performing Bayesian inference.
Marginalization is the process of summing over all states of a variable to eliminate it, or marginalize it. More formally, given two random variables $X$ and $Y$:

$$P(X) = \sum_{y \in \text{Val}(Y)} P(X, y)$$

Another valuable technique, similar to marginalization, is the process of conditioning. We use conditioning to calculate the probability of a state assignment. Formally, given two random variables $X$ and $Y$:

$$P(X) = \sum_{y \in \text{Val}(Y)} P(X|y)P(y)$$

Both of these processes are key to the task of probabilistic inference, and are used very often.

Bayesian Inference - Example 2. We can go the other direction in the network and ask the question, “What is the probability it is cloudy, given the grass is wet?”, this is written as $P(\text{Cloudy}|\text{Wet Grass})$. To calculate this we need to apply Bayes’ rule, which is defined for events $A$ and $B$ as Equation 1.

$$P(A|B) = \frac{P(B|A)P(A)}{P(B)}$$

We can apply Bayes’ rule to our current problem to get:

$$P(\text{Cloudy}|\text{Wet Grass}) = \frac{P(\text{Wet Grass}|\text{Cloudy})P(\text{Cloudy})}{P(\text{Wet Grass})}$$

We know from the previous example that $P(\text{Wet Grass}|\text{Cloudy}) = 0.7452$. We also know from Table 1 that $P(\text{Cloudy}) = 0.5$, so all we still need to calculate is $P(\text{Wet Grass})$. This is done by summing over the variable $\text{Cloudy}$. This is done by calculating $P(\text{Wet Grass}|\neg\text{Cloudy})$ just like above, then adding it to
\[ P(\text{Wet Grass}|\text{Cloudy}) \text{ which was calculated earlier.} \]

\[
P(\text{Wet Grass}) = P(\text{Wet Grass}|\text{Cloudy}) + P(\text{Wet Grass}|\neg\text{Cloudy})
\]

\[
= 0.7452 + 0.549
\]

\[
= 0.6417
\]  

(2)

Now we can use these probabilities to fill in Bayes’ rule from above.

\[
P(\text{Cloudy}|\text{Wet Grass}) = \frac{P(\text{Wet Grass}|\text{Cloudy})P(\text{Cloudy})}{P(\text{Wet Grass})}
\]

\[
= \frac{0.7452 \times 0.5}{0.6417}
\]

\[
= 0.5758
\]  

(3)

Thus using the Bayesian network and Bayes’ rule, the probability of it being cloudy given that the grass is wet is 0.5758.

**Bayesian Inference**

The process used above is called Bayesian inference. Inference is the task of computing the posterior probability distribution for a set of query variables, given some observed event. This event is manifested as an assignment of values to a set of evidence variables. Typically \(X\) is used to denote the query variable, \(E\) denotes the set of evidence variables \(E_1, ..., E_m\), and \(e\) is a particular observed event. Additionally, \(Y\) is used to denote the set of nonevidence, nonquery variables \(Y_1, ..., Y_l\), which are called hidden variables. Typically queries to a Bayesian network are of the form \(P(X|e)\) [3]. In the example above where we were evaluating \(P(\text{Cloudy}|\text{Wet Grass})\), the evidence variable was \(\text{Wet Grass}\), and the query variable was \(\text{Cloudy}\). \(\text{Rain}\) and \(\text{Sprinkler}\) were hidden variables.

As can be seen, even in this small example, there is the definite possibility for an exponential blowup when performing inference. The method for performing inference
presented here is called exact inference. The problem of inference in graphical models is NP-hard. Unfortunately, approximate inference, and the use of approximate methods to perform inference is also NP-hard [4]; however, approximate inference is easier to manage as a trade off between accuracy and complexity. All inference that is used in this work is exact inference; addressing approximate inference is beyond the scope of this project.

Continuous Values

In all of the examples and descriptions seen so far, the assumption is made that the random variables in Bayesian networks have discrete states. For example, there is no distinction made between slightly damp grass, and grass that is soaking wet. This can make using Bayesian networks difficult when evidence comes in the form of sensor inputs. Sensors, such as thermometers, rain gauges, volt meters and others do not usually return a discrete value, but rather a continuous value. There are a few techniques that can be used with Bayesian networks to handle continuous valued data.

The first method is to use a binning discretization method. This is where the range of values is split into bins. This can work well; however, determining bin width and number is problem dependent. It can be difficult to get a proper balance between expressive power and accuracy. If the data is split into too many bins, then it can be difficult to learn the parameters of a network because there is not enough sample data spread across the bins. Similarly, if the data is not split into enough bins, expressive power of the network, and of the evidence can be lost. Similar to this problem of choosing the proper number of bins, the borders of the bins must also be chosen carefully in order to prevent the problems mentioned above.
The process of binning adapts continuous values into discrete states which can be used directly in a Bayesian network. An alternative to this method are Gaussian Bayesian Networks. Gaussian Bayesian networks are defined in [4] to be a Bayesian network all of whose variables are continuous, and where all of the continuous probability distributions are linear Gaussians. An example of this for a variable $Y$ which is a linear Gaussian of its parents $X_1, ..., X_k$ is defined as:

$$p(Y|x_1, ..., x_k) = \mathcal{N} \left( \beta_0 + \beta_1 x_1 + ... + \beta_k x_k; \sigma^2 \right)$$ (4)

As can be seen, the variable is defined to be drawn from a Gaussian distribution which is defined by its parents and a variance. This is a very powerful method for modeling continuous values directly in a Bayesian network.

**Virtual Evidence**

Virtual evidence is not a method for mapping a continuous values into a Bayesian network. Virtual evidence is a probability of evidence. Thus virtual evidence is a method for incorporating the uncertainty of evidence into a Bayesian network [5].

Virtual evidence is used by adding a *virtual evidence node* as a child of a regular evidence node in a network. Using the network from the previous example, we can add virtual evidence to the node *Cloudy* in Figure 2. Evidence is then set as virtual evidence on the *VE Cloudy* node, not the *Cloudy* node directly. This virtual evidence is set by manipulating the conditional probability table for *VE Cloudy*. Then since *VE Cloudy* is a descendant of *Cloudy*, we use Bayesian inference to update $P(\text{Cloudy})$.

If we want to set the virtual evidence as $\text{Cloudy} = 0.75$ and $\neg\text{Cloudy} = 0.25$ then we can calculate $P(\text{Cloudy}|\text{VE Cloudy})$ in Equation 5.

$$P(\text{Cloudy}|\text{VE Cloudy}) = \frac{P(\text{VE Cloudy}|\text{Cloudy})P(\text{Cloudy})}{P(\text{VE Cloudy})}$$ (5)
Typically virtual evidence is applied to discrete states. For example, in the context of system health testing, a test can either Pass or it can Fail. However, it can be difficult if not impossible to define specific thresholds that determine a pass condition or a failure condition. In addition to this limitation, these networks do not represent degradation, but probability of particular state.

**Fuzzy Sets**

In traditional set theory an object is either a member of a set or it is not. These type of sets are called *crisp sets*. Crisp sets, like those used in the Bayesian network above, are very common for representing evidence, and outcomes. Often, objects in the real world do not fit cleanly into crisp sets. Typically we define sets in terms of imprecise, linguistic variables. For example, the set of “tall” people has a very imprecise, or fuzzy, meaning.

In the context of system health monitoring the Montana State University Space Science and Engineering Laboratory came across the need for fuzzy sets to represent...
unsafe conditions on their FIREBIRD satellite. It was difficult to determine good thresholds for alarm values for things because not wanting to have alarms being triggered all the time, and when there is no problem, but at the same time wanting to have alarms trigger when first entering an unsafe situation. To account for these imprecise boundaries fuzzy sets can be used.

Let $X$ be a space of objects with an element denoted $x$, such that $x \in X$. A fuzzy subset $A$ of $X$ is characterized by a membership function, $\mu_A(x)$, which associates each point in $X$ to a real number on the interval $[0,1]$. The membership value, which is the value of the membership function for a point $x$ in $X$, represents the "degree of membership" of $x$ in set $A$ [6]. Consequently, the closer $\mu_A(x)$ is to 1, the higher the degree of membership of $x$ in $A$.

Using this definition of fuzzy sets, we can also say that crisp sets are a special case of fuzzy sets. When the membership function return either 0 or 1, it is a crisp set. A conceptual way to think about fuzzy sets is that every object is a member of every set, just to different degrees.

Fuzzy Membership Functions

The practical necessity fuzzy sets can easily be shown by using an example. As stated before, when considering the height of an individual, intuitively there is not a specific, hard boundary between someone who is short, average height, and tall. In the realm of crisp set theory, if someone is below, say 68 inches in height, that person is short, and if between 68.0001 inches and 74 inches in height, then that person is of average height. A graphical example of this can be seen in Figure 3a.

We can represent this example using the fuzzy sets Short, Average, and Tall in Figure 3. This figure shows some of the most common types of membership functions
applied to the human height example mentioned before: trapezoidal (Figure 3b), triangular (Figure 3c), and Gaussian (Figure 3d). When using the fuzzy membership functions shown in Figure 3b, if someone is 68 inches tall, they are a member of *Average* with degree of 0.5, and a member of *Tall* with 0.5.

Fuzzy membership functions are commonly misrepresented or misinterpreted as probability functions, however, they measure very different things. With probabilities, if someone has a 50% chance of being tall or 50% chance of being short, they have equal probability of being tall or short, but that does not mean they are equally tall and short like would be the case with fuzzy sets. Additionally, unlike a probability distribution that must sum to 1 over all possible values, membership values do not...
have this requirement. The only requirement placed on them is they must be a real
value on the interval $[0,1]$.

Fuzzy Set Operations

Within classical set theory there are operators that can be used on sets, such as
Union, Intersection, Set Difference, Cartesian Product.

The classical set operations have also been defined in the context of fuzzy sets.
However, there can be multiple definitions for various fuzzy set operations. While
multiple definitions of the same operator can be correct, multiple definitions are useful
because different scenarios may require different definitions of the same operator. For
example, t-norm is a binary operation that generalizes the intersection operator. Two
examples of fuzzy t-norms or intersections are: $\mu_{A \cap B}(x) = \min [\mu_A(x), \mu_B(x)] \forall x$ and
$\mu_{A \cap B}(x) = \mu_A(x) \cdot \mu_B(x) \forall x$. These t-norms are referred to as the Gödel t-norm and
the product t-norm respectively. Both of these are valid t-norms even though they
have different definitions. Fuzzy operators routinely have multiple definitions because
in different contexts, different definitions of the same operator might be needed.

Table 5 is a short list of fuzzy operators. The list is primarily compiled from [7]
and [8]. This table provides the definitions for all of the operators we will be using
in the rest of this work.

Fuzzy Random Variables

Fuzzy random variables were introduced by Kwakernaak [9] [10] and enhanced by
Puri and Ralescu [11] to model imprecisely valued functions represented by fuzzy sets
that are associated with random experiments [12]. Kwakernaak introduced Fuzzy
Random Variables in 1978 as “random variables whose values are not real, but fuzzy
Table 5: Short list of Fuzzy Operators

<table>
<thead>
<tr>
<th>Containment</th>
<th>A ⊂ B</th>
<th>( \mu_A(x) \leq \mu_B(x) \ \forall x )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equality</td>
<td>A = B</td>
<td>( \mu_A(x) = \mu_B(x) \ \forall x )</td>
</tr>
<tr>
<td>Complement</td>
<td>A'</td>
<td>( \mu'_A(x) = 1 - \mu_A(x) \ \forall x )</td>
</tr>
<tr>
<td>Union (s-norm)</td>
<td>A ∪ B</td>
<td>( \mu_{A∪B}(x) = \max [\mu_A(x), \mu_A(x)] \ \forall x )</td>
</tr>
<tr>
<td>Intersection (t-norm)</td>
<td>A ∩ B</td>
<td>( \mu_{A∩B}(x) = \min [\mu_A(x), \mu_A(x)] \ \forall x )</td>
</tr>
<tr>
<td>Product</td>
<td>AB</td>
<td>( \mu_{AB}(x) = \mu_A(x) \cdot \mu_B(x) \ \forall x )</td>
</tr>
<tr>
<td>Sum</td>
<td>A ⊕ B</td>
<td>( \mu_{A⊕B}(x) = \mu_A(x) + \mu_B(x) - \mu_A(x) \cdot \mu_B(x) \ \forall x )</td>
</tr>
</tbody>
</table>

numbers” [13]. Central to the concept of the FRV is a concept of “windows of observation.” Windows of observation correspond to linguistic interpretations of traditional random variables. An example of this is the task of classifying people by age. The actual age is represented by an ordinary random variable \( X \). However, when we perceive people, we typically assign a linguistic variable to their age. This perceived random variable, \( \xi \), which can be conceptualized through the use of linguistic variables, or fuzzy sets.

Thus a fuzzy random variable is a mapping from the sample space, \( \Omega \), of the random variable to the class of normal convex fuzzy subsets. Thus, every instance in the sample space is mapped to its own fuzzy membership function. In Figure 4, we can see for each \( \omega_i \) there is a corresponding membership function. In the context of the age example, \( \omega_i \) would be an observation of a person, \( \xi(\omega_i) \) is the mapping that defines the perception of that person’s age, and finally \( x(\omega_i) \) is the actual person’s age.
Often, these mappings are also defined with particular $\alpha$-cuts. So, essentially a FRV is a mapping from an event $\omega \in \Omega$ to a fuzzy membership function, which can have a $\alpha$-cut applied to it. A graphical example of these windows with fuzzy random variables can be seen in Figure 4. In this figure each $\omega$ represents an event. Then with each event, there is a window, which is represented by $\xi(\omega)$. Each of these membership functions are specific to each observation of each instance of the random variable $X$.

$\alpha$-Cuts

Fuzzy sets and fuzzy membership functions provide a very descriptive framework for describing situations in more detail than crisp sets. This added detail, however, makes computation with fuzzy sets and fuzzy variables much more complicated. One way to attempt to rectify this situation is to use what are called $\alpha$-cuts. $\alpha$-cuts are a
technique to decompose fuzzy sets into a collection of crisp sets [14]. An $\alpha$-cut is a real value on the range $[0, 1]$ that defines a “cut” membership for a membership function. Typically many of these $\alpha$ values are defined to different levels of membership value. These cuts, in the case of Fuzzy-Random Variables, are used to represent levels of uncertainty in the membership.

Since this is a fairly abstract concept added on top of the abstract concept of a fuzzy membership function, it is best to illustrate this with an example. Assume we are measuring current across a resistor to monitor if the part has failed. As a resistor fails (by shorting), the current across the resistor will go up dramatically. The membership functions for modeling this scenario are modeled in Figure 33.

Figure 5: Different Types of Membership Functions

(a) $\alpha$-cut of 0.7 on Pass membership function  (b) $\alpha$-cut of 0.7 on Fail membership function

(c) $\alpha$-cut of 0.7  
(d) $\alpha$-cut of 0.3
Figures 5a and 5b represent the membership functions for a resistor passing or failing a resistor short test respectively. The $\alpha$-cut shown has a value of $\mu = 0.7$. Anywhere the membership value falls below the indicated line, the membership function for that test becomes 0. Figure 5c is a combination of Figures 5a and 5b. This $\alpha$-cut forms a crisp set that contains elements of the domain associated with membership values that are greater than or equal to the $\alpha$ value. In this example, a current of 10 Amps have membership values of: $\mu_{\text{Pass}}(10 \text{ Amps}) = 1$ and $\mu_{\text{Fail}}(10 \text{ Amps}) = 0$, and would thus result in a $\text{Pass}$.

The use of $\alpha$-cuts can be useful for an operator to discretize fuzzy values. However, it can lead to unexpected results if not careful. In Figure 5c at 11.5 Amps and $\alpha = 0.7$, the membership values are: $\mu_{\text{Pass}}(11.5 \text{ Amps}) = 0$ and $\mu_{\text{Fail}}(11.5 \text{ Amps}) = 0$. This means it is neither a pass or a fail. This is because, as can be seen in the Figure, there is a break in the $\alpha$ cut line because both states have membership values less than 0.7. This may be a desirable outcome, but it is something to be aware of. Similarly, in Figure 5d, at 11.5 Amps and $\alpha = 0.3$, the membership values are: $\mu_{\text{Pass}}(11.5 \text{ Amps}) = 1$ and $\mu_{\text{Fail}}(11.5 \text{ Amps}) = 1$. This means that the test both passed and failed at the same time.

Since the $\alpha$-cut influences how selective the membership function is, it is often used as a method to define and limit uncertainty in fuzzy values. This is primarily done in Fuzzy Random Variables. This technique is also used as a pre-processing step to enable the use of techniques that require crisp sets, like Bayesian networks.
RELATED WORK

Fuzzy Fault Trees

Fuzzy fault have been used previously to calculate levels of degradation within a system. In [1] fuzzy fault trees were used to create a level of gray-scale health. Fuzzy fault trees are based on the combination of fuzzy sets and fault trees. Traditional fault trees are a model used in failure analysis which utilizes Boolean states and relations between states to find either a diagnosis to a problem, or to recommend an action to resolve the problem.

Fault trees are graphical models, much like flow charts, that represent a process that shows relationships of test outcomes graphically. An example fault tree is given in Figure 6[1]. This fault tree is used to diagnose the ATML test circuit in Appendix A. The ATML test circuit was created to demonstrate the Automatic Test Markup Language. The fuzzy fault tree behaves just like a normal fault tree when membership values for tests are either 0 or 1. If an outcome is 0 or 1, the corresponding path of the fault tree is taken. However, if a membership value is between 0 and 1, all paths with non-zero membership values must be taken. A way to think about this at that point is to create multiple instances of the fault tree taking each path separately but maintaining the fuzzy membership value the whole way through the tree.

For example, given the fault tree in Figure 6, we use the results from specific tests in Table 6. The actual fuzzy membership functions are not given, but the corresponding fuzzy membership values are given for each test value measured.

First we start with the $V_{CC}$ resistance test, which passes with a membership of 1. We then move to the $V_0$ AC voltage test, which fails with a membership value of 1.
We move to the $V_C$ DC voltage test, which at 4.5 volts, fails low with a membership value of 1. Next we move to the $V_E$ DC voltage test which at 0.6 volts fails high with a membership value of 1. Up to this point, the fuzzy fault tree has behaved like a regular fault tree because there has been a crisp outcome at each test.

The final test in this instance of the fuzzy fault tree is the $V_B$ DC voltage test, which has a value of 1.21 volts. This does not yield a crisp outcome and is a pass with a membership value of 0.25, and a fail high with a membership value of 0.75. Since we have two possibilities with non-zero membership values, we have to enumerate both
Table 6: Values of tests from ATML fuzzy fault tree example

<table>
<thead>
<tr>
<th>Test</th>
<th>Value</th>
<th>Outcome (Membership Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{CC}$ Resistance Test</td>
<td>12.5 KΩ</td>
<td>Pass (1)</td>
</tr>
<tr>
<td>$V_0$ AC Voltage Test</td>
<td>0.85 V</td>
<td>Fail (1)</td>
</tr>
<tr>
<td>$V_C$ DC Voltage Test</td>
<td>4.5 V</td>
<td>Fail Low (1)</td>
</tr>
<tr>
<td>$V_E$ DC Voltage Test</td>
<td>0.6 V</td>
<td>Fail High (1)</td>
</tr>
<tr>
<td>$V_B$ DC Voltage Test</td>
<td>1.21 V</td>
<td>Pass (0.25), Fail High (0.75)</td>
</tr>
</tbody>
</table>

of them. The first possibility is what arises when $V_B$ DC voltage passes, which is a diagnosis of Q1.C.SR. This diagnosis has a fuzzy membership value of 0.25, which defuzzifies based on a predefined membership function to a candidate value of 0.66. The other possible outcome arises when $V_B$ DC fails high. In this case the diagnosis is the ambiguity group R2.OP and Q1.BC.SR, and since there is a fuzzy membership value of 0.75 for this route, this defuzzifies to candidate values of 0.72 for these two diagnoses. Thus the outcome of the fuzzy fault tree is a degradation level of 0.66 for Q1.C.SR and 0.72 for R2.OP and 0.72 for Q1.BC.SR.

If multiple tests had non-zero outcomes, we would have to combine the fuzzy membership values with a t-norm which is propagated along the path in the fuzzy fault tree. This t-norm was implicitly propagated in the example above as a 1.0 at each step until the $V_B$ DC voltage test.

Fuzzy Bayesian Networks

Bayesian networks are very powerful tools and are used in many different situations and domains. They are a useful and compact method for representing joint proba-
bility distributions. Similarly fuzzy sets are able to represent data in linguistic terms that help to improve understandability. Additionally, the fuzzy membership function provides a nice framework for representing degrees of membership in a set.

Combining these two ideas can be conceptually difficult because the meaning of a fuzzy membership value and a probability are very different, yet are represented similarly (a real number on the range $[0,1]$). Nevertheless, Fuzzy Bayesian Networks are not uncommon in the literature. There are many different methods for integrating these two tools presented by various authors. Many of these techniques differ from each other because they are often being used to represent different things. In addition to different techniques, nearly every work uses different notation. This can make it difficult to understand the similarities and differences between the various techniques.

To better facilitate the comparison of the techniques, a common Bayesian network will be used to illustrate the mechanisms in each method presented. Assume we have a simple network that is used to diagnose a resistor short with a test measuring the current across the resistor. This network is represented in Figure 7. This network has a test node, Current Test and a diagnosis node, Resistor Short. The test node is treated like an evidence node, and the diagnosis node is a query variable. The conditional probability tables for this Bayesian network are presented in Tables 7 and 9, as well as a plot of the fuzzy membership functions in Figure 8. The membership functions for each state are in Equations 6 and 7.

Figure 7: Simple Example Bayesian Network
Table 7: Conditional Probability Table for Resistor Short node

<table>
<thead>
<tr>
<th></th>
<th>P(Resistor Short = True)</th>
<th>P(Resistor Short = False)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistor Short</td>
<td>0.15</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 8: Conditional Probability Table for Current Test Node

<table>
<thead>
<tr>
<th>Resistor Short</th>
<th>Current Test = High</th>
<th>Current Test = Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistor Short = True</td>
<td>0.99</td>
<td>0.01</td>
</tr>
<tr>
<td>Resistor Short = False</td>
<td>0.01</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Figure 8: Membership Functions for Example Network

\[
\mu_{\text{high}}(x) = \frac{1}{1 + e^{0.2x-60}}
\]

\[
\mu_{\text{normal}}(x) = 1 - \frac{1}{1 + e^{0.2x-60}}
\]
Coefficient Method

The first technique for Fuzzy Bayesian Networks is presented in [15] and [16]. This technique applies a common approach used in many of the techniques, to weight the probability with the fuzzy membership value. The notation used in this work denotes a fuzzy set by putting a tilde over the set name. As an example, $\tilde{A}$ is the fuzzy set corresponding to set $A$.

This technique uses what the authors call the “Fuzzy Bayesian equation.” It supports fuzzy values on the evidence node, fuzzy values on the query node, or fuzzy values on both the evidence node and the query node. This technique combines the probabilities and fuzzy membership values into one value by multiplying the probabilities by the related fuzzy membership value.

First we consider when the evidence node is represented as a classic, crisp value and the query node is represented as a fuzzy variable.

\[
P(\tilde{A}|B) = \sum_{i \in I} \mu_{\tilde{A}}(A_i) P(B|A_i)P(A_i) / P(B)
\] (8)

Where $I$ represents the set of states in $A$, so $i$ is an individual state in $i$. As we can see, this is very similar to the traditional Bayes’ rule. The difference is that we enumerate each possibility for the variable $A$ and weight it with the membership value of $\tilde{A}$ for each state. This scenario would mean that we want to know the probability of each fuzzy value given crisp evidence.

Next we consider conditioning a crisp value on a fuzzy variable.

\[
P(A|\tilde{B}) = \frac{\sum_{i \in I} \mu_{\tilde{B}}(B_i) P(B_i|A)P(A)}{P(\tilde{B})}
\] (9)

This fuzzy Bayesian equation is similar to that from Equation 8. The primary difference is Equation 9 uses a *marginal fuzzy probability*. This marginal fuzzy probability
is given as follows:

\[
P(\tilde{X}) = \sum_{i \in I} \mu_{\tilde{X}}(X_i)P(X_i)
\]  

(10)

Finally, we consider the case where both fuzzy values as evidence and fuzzy values on the query variable as well.

\[
P(\tilde{A} | \tilde{B}) = \sum_{i \in I} \sum_{j \in J} \mu_{\tilde{A}}(A_i)\mu_{\tilde{B}}(B_j)P(B_j|A_i)P(A_i) / P(\tilde{B})
\]

(11)

This allows the use of linguistic variables on both ends of the inference process. The best way to illustrate this is to use the example network from Figure 7. If we assume the current measured across the resistor is 50 Amps, we know, based on the fuzzy membership functions from Figure 11 that \(\mu_{\tilde{T}}(\text{Normal}) = 0.881\) and \(\mu_{\tilde{T}}(\text{High}) = 0.119\). We set this as fuzzy evidence, and use Equation 9 from above to calculate \(P(\text{Resistor Short} = \text{True}|\text{Current Test})\). For ease of notation we will refer to Resistor Short as \(R\) and Current Test as \(T\). This means we will be calculating \(P(R|\tilde{T})\).

\[
P(R|\tilde{T}) = \sum_{i \in I} \mu_{\tilde{T}}(T_i) P(T_i|R)P(R) / P(\tilde{T})
\]

\[
= \frac{\sum_{i \in I} \mu_{\tilde{T}}(T_i) P(T_i|R)P(R)}{\sum_{i \in I} \mu_{\tilde{T}}(T_i)P(T_i)}
\]

\[
= \frac{\mu_{\tilde{T}}(T_{\text{High}}) P(T_{\text{High}}|R)P(R) + \mu_{\tilde{T}}(T_{\text{Normal}}) P(T_{\text{Normal}}|R)P(R)}{\mu_{\tilde{T}}(T_{\text{High}})P(T_{\text{High}}) + \mu_{\tilde{T}}(T_{\text{Normal}})P(T_{\text{Normal}})}
\]

\[
= \frac{0.119 \cdot 0.946 \cdot 0.15 + 0.881 \cdot 0.002 \cdot 0.15}{0.119 \cdot 0.157 + 0.881 \cdot 0.843}
\]

\[= 0.023\]

Thus, according to this method, there is a probability of 0.023 of the resistor having been shorted given the results of the current test. Additionally, we can use form in Equation 8 to perform the query \(P(\tilde{R}_{\text{true}}|T_{\text{High}})\). For this example we will
assume $\mu_{\tilde{R}}(\text{true}) = 0.31$ and $\mu_{\tilde{R}}(\text{false}) = 0.69$. We assume the same conditional probability tables as before.

$$P(\tilde{R}_{\text{true}}|T_{\text{High}}) = \sum_{i \in I} \mu_{\tilde{R}}(R_i) \frac{P(T_{\text{High}}|R_i)P(R_i)}{P(T_{\text{High}})}$$

$$= \frac{\mu_{\tilde{R}}(R_{\text{true}})P(T_{\text{High}}|R_{\text{true}})P(R_{\text{true}}) + \mu_{\tilde{R}}(R_{\text{false}})P(T_{\text{High}}|R_{\text{false}})P(R_{\text{false}})}{P(T_{\text{High}})}$$

$$= \frac{0.31 \cdot 0.99 \cdot 0.15 + 0.69 \cdot 0.01 \cdot 0.85}{0.157}$$

$$= 0.3306$$

(13)

So, $P(\tilde{R}_{\text{true}}|T_{\text{High}}) = 0.3306$ which means, given the current test was $\text{High}$, the probability that $\mu_{\tilde{R}}(\text{true}) = 0.31$ and $\mu_{\tilde{R}}(\text{false}) = 0.69$ is 0.3306. The final example of this technique is to use fuzzy values on both random variables. We again use the same conditional probability tables and we assume $\mu_{\tilde{R}}(\text{true}) = 0.31$ and $\mu_{\tilde{R}}(\text{false}) = 0.69$, as well as $\mu_{\tilde{T}}(\text{Normal}) = 0.881$ and $\mu_{\tilde{T}}(\text{High}) = 0.119$. To calculate $P(\tilde{R}|\tilde{T})$ we use the form given in equation 11.
\[ P(\tilde{R}|\tilde{T}) = \frac{\sum_{i \in I} \sum_{j \in J} \mu_{\tilde{R}}(R_i) \mu_{\tilde{T}}(T_j) P(T_j|R_i) P(R_i)}{P(\tilde{T})} \]

\[ = \frac{\sum_{i \in I} \sum_{j \in J} \mu_{\tilde{R}}(R_i) \mu_{\tilde{T}}(T_j) P(T_j|R_i) P(R_i)}{\sum_{j \in J} \mu_{\tilde{T}}(T_j) P(T_j)} \]

\[ = \frac{\sum_{i \in I} \sum_{j \in J} \mu_{\tilde{R}}(R_i) \mu_{\tilde{T}}(T_j) P(T_j|R_i) P(R_i)}{\mu_{\tilde{T}}(T_{\text{Normal}}) P(T_{\text{Normal}}) + \mu_{\tilde{T}}(T_{\text{High}}) P(T_{\text{High}})} \]

\[ = \frac{\sum_{i \in I} \sum_{j \in J} \mu_{\tilde{R}}(R_i) \mu_{\tilde{T}}(T_j) P(T_j|R_i) P(R_i)}{0.881 \cdot 0.157 + 0.119 \cdot 0.843} \]

\[ = \left( \mu_{\tilde{R}}(R_{\text{true}}) \mu_{\tilde{T}}(T_{\text{Normal}}) P(T_{\text{Normal}}|R_{\text{true}}) P(R_{\text{true}}) \right) \]

\[ + \mu_{\tilde{R}}(R_{\text{true}}) \mu_{\tilde{T}}(T_{\text{High}}) P(T_{\text{High}}|R_{\text{true}}) P(R_{\text{true}}) \]

\[ + \mu_{\tilde{R}}(R_{\text{false}}) \mu_{\tilde{T}}(T_{\text{Normal}}) P(T_{\text{Normal}}|R_{\text{false}}) P(R_{\text{false}}) \]

\[ + \mu_{\tilde{R}}(R_{\text{false}}) \mu_{\tilde{T}}(T_{\text{High}}) P(T_{\text{High}}|R_{\text{false}}) P(R_{\text{false}}) \right)/0.2386 \]

\[ = \left( 0.31 \cdot 0.881 \cdot 0.99 \cdot 0.15 + 0.31 \cdot 0.119 \cdot 0.01 \cdot 0.15 \right) \]

\[ + 0.69 \cdot 0.881 \cdot 0.01 \cdot 0.85 + 0.69 \cdot 0.119 \cdot 0.99 \cdot 0.85 \right)/0.2386 \]

\[ = 0.1149 \]

\[ = 0.2386 \]

\[ = 0.4815 \]

Where \( I \) is the set of states of \( \tilde{R} \), and \( J \) is the set of states of \( \tilde{T} \).

The primary reason we are not using this method is we need outputs of fuzzy values to represent component degradation. This method does not support the ability to output fuzzy values. This method can use fuzzy states to evaluate probabilities but the outputs are still just probabilities. Problem with this, and all FBN methods is that if the membership values do not sum to 1, then the probabilities that are produced also do not sum to 1. This is a problem because one of the axioms of probability is the assumption of unit measure, i.e., that the probability of some event happening in the entire sample space is 1. If the outcome of this network does not meet all the axioms of probability, the value is not a probability. Due to this problem,
the authors restrict the membership function to sum to 1 to help maintain the validity of the probability measures.

Virtual Evidence

The above method seems to make intuitive sense in the way it combines the probabilities and the fuzzy membership values. A large drawback of that method is it requires changes to the inference algorithm used because one of the central tools for exact inference, Bayes’ rule, needs to be changed. This means that a custom inference engine must be used.

An alternative method of incorporating fuzzy membership values into a Bayesian network is to use virtual evidence, which is the technique is used in [17]. As was discussed in Chapter 2, virtual evidence is a method for incorporating uncertainty of evidence into a Bayesian network.

The process of using virtual evidence to incorporate fuzzy values into a Bayesian network is very straightforward. Once the virtual evidence node is added, fuzzy evidence is incorporated directly as virtual evidence. Virtual evidence is represented in manipulating the conditional probability table of the virtual evidence node. We illustrate this process with the example network given in Figure 7. The example network will be modified slightly to include a virtual evidence node attached to the Current Test node. This change can be seen in Figure 9.

![Figure 9: Simple Example Bayesian Network with a Virtual Evidence Node](image)
Our example will assume a current measurement of 50 Amps just like in the previous example, which yields fuzzy membership values of $\mu($Normal$) = 0.881$ and $\mu($High$) = 0.119$. Since we are using the fuzzy membership values as the values in the virtual evidence node, we set 0.811 and 0.119 as the probability of evidence, and evaluate just like we did in Chapter 2. For these calculations, we use the same conditional probability tables that were used in the previous example (Tables 7 and 9). In addition to these, we also need to add the conditional probability table for the virtual evidence node (Table 9). This conditional probability table is set to match the fuzzy membership values we defined earlier. In the following calculations, we represent the virtual evidence node with $VE$, Current Test as $T$, and Resistor Short as $R$.

<table>
<thead>
<tr>
<th>Current Test → VE Current Test</th>
<th>P(VE = High)</th>
<th>P(VE = Normal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current Test = High</td>
<td>0.119</td>
<td>0.881</td>
</tr>
<tr>
<td>Current Test = Normal</td>
<td>0.881</td>
<td>0.119</td>
</tr>
</tbody>
</table>

We can then use this information to calculate $P(R_{true}| T_{High})$ using the fuzzy values as virtual evidence. However, instead of using $T$ as evidence, we are using $VE$ as evidence, so what we are really solving for is $P(R_{true}| VE_{High})$.

$$P(R_{true}| VE_{High}) = \frac{P(VE_{High}|R_{true})P(R_{true})}{P(VE_{High})} = \frac{P(VE_{High}| R_{true})P(R_{true})}{P(VE_{High}| T_{High}) + P(VE_{High}| T_{Normal})} = \frac{0.12662 \cdot 0.15}{0.119 + 0.881} = 0.0249$$
So as we can see, using fuzzy values as virtual evidence, we get \( P(R_{true} | VE_{High}) = 0.0249 \). This is a similar result to that achieved with the Coefficient Method presented above.

This method, similar to the Coefficient method, makes the assumption that the fuzzy membership value can be integrated directly with the probabilities in the network. However, unlike the Coefficient method that uses the membership value as a weight, this method assumes the membership value is a probability.

When we think about what virtual evidence actually is, it is a method for incorporating uncertainty of evidence into a Bayesian network. This is not exactly what the fuzzy membership value means. It is a grade of membership of that set, which is uncertainty of the state assignment, not uncertainty of the evidence.
FUZZY BAYESIAN NETWORKS

Notation

Representing both probabilities and fuzziness simultaneously requires some special notation. This notation is used in [2], [8], and [18]. A probability distribution can be represented by using curly braces and subscripted values. Assume we have a probability distribution $T$ where there are two different states, $hi$ and $low$. The individual probabilities for each state are as follows: $P(hi) = 0.6$ and $P(low) = 0.4$. This probability distribution $T$ can be written as Equation 15.

$$T = \{hi_{0.6}, low_{0.4}\} \quad (15)$$

We can also assume the tuple ordering is fixed, which allows us to leave out the value names, so probability distribution $T$ can be represented as: $T = \{0.6, 0.4\}$.

Similar to the notation for a probability distribution, we represent fuzzy states using square brackets and subscripted membership values. If we assume we have a fuzzy state $S$ that has two possible fuzzy values $hi$ and $low$, and have membership values of $\mu(hi) = 0.7$ and $\mu(low) = 0.3$. This fuzzy state $S$ can be written in the form in Equation 31.

$$S = [hi_{0.7}, low_{0.3}] \quad (16)$$

Just like with the probability distribution, the notation can be reduced in size by assuming a consistent tuple ordering. We leave out the state names, so the fuzzy state $S$ can be represented as $S = [0.7, 0.3]$.

Each of these two notions, probability distributions and fuzzy states are well understood and naturally can stand apart. The key to this method is to combine
the probability distribution and the fuzzy state without losing the information from either representation. This is done with a Fuzzy Probability Distribution, or FPD.

The two separate pieces of information, the fuzzy state and the probability distribution can then be combined using a notation that utilizes both of the notations above. This notation is for the Fuzzy Probability Distribution, which is a probability distribution that has a fuzzy state associated with it. A Fuzzy Probability Distribution on a variable $X$ could look like the following:

$$X = \{[hi_{0.6}, low_{0.4}]_{0.7}, [hi_{0.4}, low_{0.6}]_{0.3}\}$$

This means that the probability distribution $[hi_{0.6}, low_{0.4}]$ has a fuzzy membership value of 0.7 and the probability distribution $[hi_{0.4}, low_{0.6}]$ has a fuzzy membership value of 0.3.

**Approach**

Our approach to Fuzzy Bayesian Networks is used in [18], [8], and is similar to the approach used in [2]. This approach utilizes the two distinct features, probability and fuzziness simultaneously with the Fuzzy Probability Distribution. Most other approaches (see Chapter 3) use some sort of method to combine fuzziness and probabilities. This technique is unique in that it is able to keep the two aspects separate, while still considering both of them.

One of the key aspects of this technique is the assumption that during belief propagation, the components within a variable, the fuzziness and the probabilities, should not directly interact. In a classic Bayesian network both a network structure and joint probability distribution must be defined. The joint probability distribution
must have one specific structure whereas the structure can have many joint probability distributions defined for it. Similarly, the fuzzy variables can use the structure of the network without directly influencing that structure or the probability distribution associated with it.

Our method is then able to side step the problem that plagues other techniques, how to combine fuzziness and probabilities. Our technique treats the propagation of probabilities and the propagation of fuzzy values as independent procedures that are combined with the Fuzzy Probability Distribution.

Since evidence in the FBN is represented as fuzzy values, not crisp values, more components to a variable must be propagated and kept track of. At the end of the process, the fuzzy membership values can be combined with the probabilities calculated from the Bayesian network if desired. This can be done by using a product $t$-norm or any other fuzzy conjunction.

**Simple Example of a Fuzzy Bayesian Network**

To illustrate, we use the same networks as in Chapter 3, shown again in Figure 10 for reference. This Bayesian network was constructed as a simple diagnostic test of a resistor. The test measures current across a resistor, and if the resistor shorts, the current will increase dramatically.

![Figure 10: Simple Example Bayesian Network](image-url)
Table 10: Conditional Probability Table for Resistor Short node

<table>
<thead>
<tr>
<th>P(Resistor Short = True)</th>
<th>P(Resistor Short = False)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table 11: Conditional Probability Table for Current Test Node

<table>
<thead>
<tr>
<th>Resistor Short $\rightarrow$ Current Test</th>
<th>P(Current Test = High)</th>
<th>P(Current Test = Normal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resistor Short = True</td>
<td>0.99</td>
<td>0.01</td>
</tr>
<tr>
<td>Resistor Short = False</td>
<td>0.01</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Figure 11: Membership Functions for Example Network

The Current Test node is the evidence node, and the Resistor Short node represents the query variable. We can now use this network to perform some simple, sample calculations to illustrate the usage of the FBN.

We first assume we start with a current reading of 50 Amps across the resistor. Using the membership functions $\mu_{High}$ and $\mu_{Normal}$, we can calculate that the fuzzy membership value for High is $\mu_{High}(50\text{Amps}) = 0.119$ and the membership value for Normal is $\mu_{Normal}(50\text{Amps}) = 0.881$. We can use the notation from the previous section to write this as a fuzzy state as follows:
We can now use the conditional probability tables given with the Bayesian network to calculate $P(T_{\text{high}})$ and $P(T_{\text{normal}})$.

\[
P(T_{\text{high}}) = P(R_{\text{true}})P(T_{\text{high}}|R_{\text{true}}) + P(R_{\text{false}})P(T_{\text{high}}|R_{\text{false}})
= 0.15 \cdot 0.99 + 0.85 \cdot 0.01
= 0.157
\]

\[
P(T_{\text{normal}}) = P(R_{\text{true}})P(T_{\text{normal}}|R_{\text{true}}) + P(R_{\text{false}})P(T_{\text{normal}}|R_{\text{false}})
= 0.15 \cdot 0.01 + 0.85 \cdot 0.99
= 0.843
\]

We can represent these values in the form for the probability distributions as follows:

\[
T = \{\text{high} 0.157, \text{normal} 0.843\}
\]

Now that we have the values from the fuzzy state in Equation 17 and the probability distribution from Equation 20, we can take the next logical step forward and calculate the fuzzy probability distribution for the node Resistor Short. We have all the information we need to make this calculation.

First we start by calculating the probabilities. Since we are using fuzzy data as evidence, and not crisp data we have to calculate $P(R|T = \text{high})$ and $P(R|T = \text{normal})$. We are only calculating the probability that there is a resistor short. We use Bayes’ rule, the values we calculated from Equations 18, 19, and the conditional probabilities found in Tables 14 and 11.
\[ P(R = \text{true}|T = \text{high}) = \frac{P(T = \text{high}|R = \text{true})P(R = \text{true})}{P(T = \text{high})} \]

\[ = \frac{0.99 \cdot 0.15}{0.157} \]

\[ = 0.945 \quad \text{(21)} \]

\[ P(R = \text{true}|T = \text{normal}) = \frac{P(T = \text{normal}|R = \text{true})P(R = \text{true})}{P(T = \text{normal})} \]

\[ = \frac{0.01 \cdot 0.15}{0.843} \]

\[ = 0.002 \quad \text{(22)} \]

\[ P(R = \text{false}|T = \text{high}) = \frac{P(T = \text{high}|R = \text{false})P(R = \text{false})}{P(T = \text{high})} \]

\[ = \frac{0.01 \cdot 0.85}{0.157} \]

\[ = 0.054 \quad \text{(23)} \]

\[ P(R = \text{false}|T = \text{normal}) = \frac{P(T = \text{normal}|R = \text{false})P(R = \text{false})}{P(T = \text{normal})} \]

\[ = \frac{0.01 \cdot 0.85}{0.843} \]

\[ = 0.998 \quad \text{(24)} \]

So far, the probability calculations have been pretty standard except that we calculated the probabilities for every possible set of crisp evidence. Otherwise, nothing special has been done. Next we need to propagate the fuzzy state from the Current Test node (Equation 17) to the Resistor Short node, similar to what we did with the probabilities.

Since there is no new fuzzy information to incorporate at the Resistor Short node that is not already contained in the fuzzy state from the Current Test node, we can just apply the fuzzy state directly to the probability distribution calculated in Equations 21, 22, 23, and 24. This then results in a Fuzzy Probability Distribution at the Resistor Short node of
Finally, once the Fuzzy Probability Distribution has been obtained at the query node, we can reduce this to a fuzzy expected value. This fuzzy expected value is calculated using a product t-norm of each component, yielding a fuzzy expected value for the Resistor Short node of:

\[
R = \left[ \{P(R = true|T = high), P(R = false|T = high)\}_{\mu_{\text{high}}(50\text{Amps})} \right] \\
\times \left[ \{P(R = true|T = normal), P(R = false|T = normal)\}_{\mu_{\text{normal}}(50\text{Amps})} \right] \\
= \left[ \{true_{0.945}, false_{0.054}\}_{0.119}, \{true_{0.002}, false_{0.998}\}_{0.881} \right] \\
= \left[ true_{0.945\times0.119+0.002\times0.881}, false_{0.054\times0.119+0.998\times0.881} \right] \\
= \left[ true_{0.114}, false_{0.886} \right] \\
\]

This example is fairly simple because the fuzzy values do not need to be combined with any others. The more interesting situation arises when there are multiple fuzzy events that contribute to an outcome. To illustrate this, we use a slightly more complex example.

This example uses a subset of the ATML network (Figure 13). The full network is presented in Appendix A. This network uses two voltage measurements. One of these measurements is a DC voltage ($V_{DC}$) and the other is of an AC measurement ($V_{AC}$) at different parts of the ATML circuit. These two are related to the capacitor $C2$ failing open.

The failure condition for $V_{AC}$ is a low voltage. Due to this, we use the fuzzy membership function in Equation 27, which is shown in Figure 12b. The failure condition for $V_{DC}$ is a high voltage. Because of this, we use the fuzzy membership function in Equation 28. This membership function is mapped in Figure 12a.
\[ \mu_{V_{C \, AC}} = \text{Pass}(x) = 1 - \frac{1}{1 + e^{x-97}} \]

\[ \mu_{V_{C \, AC}} = \text{Fail}(x) = \frac{1}{1 + e^{x-97}} \]  (27)

\[ \mu_{V_{0 \, DC}} = \text{Pass}(x) = \frac{1}{1 + e^{3(x-10)}} \]

\[ \mu_{V_{0 \, DC}} = \text{Fail}(x) = 1 - \frac{1}{1 + e^{3(x-10)}} \]  (28)

(a) Membership functions for \( V_{0 \, DC} \) 
(b) Membership functions for \( V_{C \, AC} \)

Figure 12: Membership Functions for Small ATML Network

![Membership Functions for Small ATML Network](image)

Figure 13: Subset of the ATML Networks
Table 12: Conditional Probability Table for $V_{C\text{AC}}$ node

<table>
<thead>
<tr>
<th>C2 Open $\rightarrow$ $V_{C\text{AC}}$</th>
<th>$P(V_{C\text{AC}} = \text{Pass})$</th>
<th>$P(V_{C\text{AC}} = \text{Fail})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2 Open = Good</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>C2 Open = Candidate</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 13: Conditional Probability Table for $V_{0\text{DC}}$ node

<table>
<thead>
<tr>
<th>C2 Open $\rightarrow$ $V_{0\text{DC}}$</th>
<th>$P(V_{0\text{DC}} = \text{Pass})$</th>
<th>$P(V_{0\text{DC}} = \text{Fail})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2 Open = Good</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>C2 Open = Candidate</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 14: Conditional Probability Table for C2 Open node

<table>
<thead>
<tr>
<th>P(C2 Open = Good)</th>
<th>P(C2 Open = Candidate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9896</td>
<td>0.0104</td>
</tr>
</tbody>
</table>

In this example we will assume the measurement taken for test $V_{C\text{AC}}$ is 99 Volts AC and the measurement taken for the test $V_{0\text{DC}}$ is 9.5 Volts DC. Using Equations 28 and 27 we get the membership values of:

$$
\mu_{V_{C\text{AC}}} = \text{Pass}(99\text{Volts}) = 0.1824 \quad \mu_{V_{C\text{AC}}} = \text{Fail}(99\text{Volts}) = 0.8176
$$

$$
\mu_{V_{0\text{DC}}} = \text{Pass}(9.5\text{Volts}) = 0.8808 \quad \mu_{V_{0\text{DC}}} = \text{Fail}(9.5\text{Volts}) = 0.1192
$$

(29)

For now, we set these membership values aside and calculate the probabilities for $P(\text{C2 Open}|V_{0\text{DC}}, V_{C\text{AC}})$. We need to calculate the probabilities for each of the possible permutations of C2 Open, $V_{0\text{DC}}$ and $V_{C\text{AC}}$ using standard Bayesian inference.

To find the fuzzy state for the node C2 Open, we is to enumerate all possible state assignments for all of the variables involved. The fuzzy probability distribution for
\( C_2 \text{ Open} \) is calculated in Equation 30.

\[
\begin{align*}
C_2 \text{ Open} &= \left[ \{P(C_2 = \text{Good} | V_0DC = \text{Pass}, VCAC = \text{Pass}) \mu(V_0DC = \text{Pass}) \mu(VCAC = \text{Pass}) \}ight. \\
&\quad \left. \{P(C_2 = \text{Candidate} | V_0DC = \text{Pass}, VCAC = \text{Pass}) \mu(V_0DC = \text{Pass}) \mu(VCAC = \text{Pass}) \} \right] \\
&\quad \left. \{P(C_2 = \text{Good} | V_0DC = \text{Fail}, VCAC = \text{Pass}) \mu(V_0DC = \text{Fail}) \mu(VCAC = \text{Pass}) \right] \\
&\quad \left. \{P(C_2 = \text{Candidate} | V_0DC = \text{Fail}, VCAC = \text{Pass}) \mu(V_0DC = \text{Fail}) \mu(VCAC = \text{Pass}) \} \right] \\
&\quad \left. \{P(C_2 = \text{Good} | V_0DC = \text{Pass}, VCAC = \text{Fail}) \mu(V_0DC = \text{Pass}) \mu(VCAC = \text{Fail}) \right] \\
&\quad \left. \{P(C_2 = \text{Candidate} | V_0DC = \text{Pass}, VCAC = \text{Fail}) \mu(V_0DC = \text{Pass}) \mu(VCAC = \text{Fail}) \} \right]
\end{align*}
\]

\[
\begin{align*}
C_2 \text{ Open} &= \left[ \{0.9974, 0.0026 \}^{0.8808-0.1824}, \{0, 1 \}^{0.8808-0.8176}, \{0, 1 \}^{0.1192-0.1824}, \{0, 1 \}^{0.1192-0.8176} \right] \\
&\quad \left. \{0.9974, 0.0026 \}^{0.1607}, \{0, 1 \}^{0.7201}, \{0, 1 \}^{0.0217}, \{0, 1 \}^{0.0974} \right] \\
\end{align*}
\]

Finally, now that we have the fuzzy probability distribution for the query node, we need to collapse it into a single fuzzy state. This is done in equation 31.

\[
\begin{align*}
C_2 \text{ Open} &= \left[ 0.9974 \cdot 0.1607 + 0 \cdot 0.7201 + 0 \cdot 0.0217 + 0 \cdot 0.0974, \\
&0.0026 \cdot 0.1607 + 1 \cdot 0.7201 + 1 \cdot 0.0217 + 1 \cdot 0.0974 \right] \\
&= \left[ 0.1603, 0.8396 \right]
\end{align*}
\]

As is pretty easy to see, even with this small example, the number of calculations needed to perform inference on a fuzzy Bayesian network can be excessive. Due to this problem, we discuss a few methods to reduce the complexity of this process.
Complexity Reduction Techniques

As can be seen in the last example, there is a definite potential for an exponential explosion in complexity when using this technique. In general, a random variable that has $k$ parents and each of the $k$ parents has a fuzzy state with $m$ components, the updated fuzzy state will be of size $m^k$. Then assuming all the variables have $k$ parents, the grandchildren will have an updated fuzzy state of size $m^{k^k}$ [8]. This is referred to as a fuzzy state size explosion or FSSE [18].

To combat the FSSE, four different methods are presented in [8]. The first of which is a process of removing components that do not have a substantial impact on the overall computation. This can be done by removing fuzzy states that have small membership values from the calculation, then normalizing the remainder of the fuzzy values. While this technique would reduce the amount of computation required, it would not reduce it substantially. Additionally, we would now need to set the thresholds as to what is a minor impact. However, more significantly, this will remove some of the expressive power of the Fuzzy Bayesian Network. Finally, this technique does not work well when there are only two states per variable, because removing one results in a crisp state, which defeats the purpose of the FBN. For these reasons, we chose not to use this method to reduce complexity.

In the second technique presented, the full fuzzy probability distribution is calculated for each node; however, before using the full FPD to update the states of the next level of nodes, the components are clustered so that FPDs that specify similar distributions are combined. Similar to the first technique, important information would be discarded. The third technique is to use approximate inference such as
Markov Chain Monte Carlo methods. This was discounted because we wanted to use exact inference to get a better sense of the meaning of the results.

The final technique is called linear collapse, and the process collapses an FPD into a fuzzy state, which is then used as evidence in the next layer of computation. The new evidence is determined by weighting each component by its fuzzy membership value. The results are then summed to create a single fuzzy state, and the process repeats until the query node is reached. We can represent this process mathematically in Equations 32 and 33. The first step is to create a set, $A$, of all the combinations of the previous layers’ nodes’ states. This is represented in Equation 32 for nodes $B$ and $C$ with states $t$ and $f$.

$$A = \{ \{B_t, C_t\}, \{B_f, C_t\}, \{B_t, C_f\}, \{B_f, C_f\} \} \tag{32}$$

We then use Equation 33 to collapse the fuzzy probability distribution for variable $Q$ with $n$ states.

$$FS = \left[ \sum_{i=0}^{|A|} P(Q_1 \mid A_i) \cdot \prod_{j=0}^{\frac{|A_i|}{|A|}} \mu(A_{ij}) , ..., \sum_{i=0}^{|A|} P(Q_n \mid A_i) \cdot \prod_{j=0}^{\frac{|A_i|}{|A|}} \mu(A_{ij}) \right] \tag{33}$$

The primary problem with this approach is that it confuses fuzzy values with the state probabilities, which strictly speaking is not correct. While all four methods yield approximations, we felt the fourth was to be preferred because we wanted to use exact Bayesian inference and avoid arbitrary information loss.

Effects of Fuzzy Membership Functions

Fuzzy membership functions are what allow the mapping of real world measurements like voltage and current to fuzzy membership values for use in the FBN. The choice of these functions has a large impact on how the model will behave.
With traditional fuzzy membership functions, it is not necessary for all membership values to sum to 1 [6]. In this work we make the assumption that the fuzzy membership values do sum to 1. This is a fairly typical assumption to make when dealing with Fuzzy Bayesian Networks [16][8][2][18][19]. This assumption should not be too restrictive when a domain expert is designing a system because we typically think in terms of total membership anyway (membership values sum to 1).

If this assumption does not hold, the linear collapse could yield non-valid values for a fuzzy state by producing a number that is larger than 1, or make it impossible for numbers to be produced that sum to 1. Both of these situations violate the requirements of a fuzzy value. To prevent this from happening, in our implementation of this technique, all membership values are normalized to ensure they sum to 1 before they are used in any calculations.

Sequential Calculations

The linear collapse process requires sets of sequential calculations that start at a fuzzy evidence node and work towards the query node, propagating the fuzzy probability distribution, or in the case of linear collapse, the fuzzy state, to the next level of nodes, then repeating the process until the query node is reached. Propagation on the network presented in Figure 14a is pretty straightforward when Wet Grass is an evidence node, and Cloudy is the query node. First Wet Grass updates Rain and Sprinkler. Then the hidden nodes Rain and Sprinkler update the query node Cloudy.

The order of updating becomes less clear when paths to the query node are of unequal length. For example, in Figure 14b, what is the proper order of update assuming that Bridge, Stim, Voltage and Push are all fuzzy evidence nodes and
Battery is the query node? One possibility for updating is that Push should update Voltage and Stim. Then Stim and Voltage should update Bridge, then finally Voltage and Bridge would update Battery.

Another possible solution would be to have Stim update Bridge and Push. Next Bridge and Push would update Voltage, then finally Bridge and Voltage would update Battery. Each of these possible paths could yield different values for Battery. Due to this ambiguity, a method for ordering the execution must be defined.

We developed an approach for consistent update as follows. First we find the node that has the longest, shortest path to the query node. In this example it is a tie between Stim and Push, each of which have a distance of 2 from Battery. If these nodes were not connected to each other, they would both serve as the first step in execution, but since Push is the child of Stim, we give priority to the parent node, and have a step where the parent updates the child that is at the same depth. So the first execution step will be Stim updates Push.

Once all nodes at a particular level are updated, the next step has all the nodes at the same depth update the nodes that have a depth one less then their own. So
Stim and Push update Bridge and Voltage respectively. Now, we are finished with the nodes Stim and Push and have moved up a layer to the layer of all nodes that have a distance of 1 from the query node.

Once again, there is a dependency inside this layer, so this needs to be resolved before continuing on. Since we are giving priority to the parent node, we use Voltage to update Bridge. Once this has been done, we use all the nodes in this layer to update the nodes in the layer above it. In this case, there is only one node in the layer above. This node is Battery, which is the query node. Once the query node has been updated, the inference process is complete.

We also provide pseudo-code in Algorithms 1 and 2. Algorithm 1 is called by passing in a network structure $G$ and a query node $q$. The process starts by finding the depth of the node that is furthest from the query node. The nodes which are distance $i$ from the query node are passed into Algorithm 2 which will build each execution level using the given nodes as evidence nodes.

Within Algorithm 2, all the children of all of the evidence nodes are found. Then this list is iterated over. If a child of a node is also in the list of evidence nodes, then there is a dependency within the current level. To resolve this, the function calls itself with the conflicting node as the evidence node. This will return either a step, or a queue of steps which are added to the queue of steps that is currently being calculated. Finally, all the parents of the evidence nodes are added to list $Q$, and the step is created by using $E$ as the evidence nodes, and the nodes $Q$ as the query nodes at the particular level.

Finally, the queue is returned to Algorithm 1 which adds it to the queue. The process is then repeated, decrementing $i$ until the depth reaches 1. Once this happens the execution queue has been fully assembled and is returned.
Algorithm 1: BuildExecutionQueue

Data: $G$ network structure, $q$ query node

Result: $O$ queue of execution steps

begin
    for $i = \text{MaxDepthFrom}(q)$ to 1 do
        $O$.enqueue(BuildExecutionLevel($G$, $G$.nodesAtDistance($i$), $O$))
    return $O$;

Algorithm 2: BuildExecutionLevel

Data: $G$ network structure, $E$ evidence nodes at level, $O$ queue already built

Result: $S$ queue of execution steps

begin
    for $e \in E$ do
        for $c \in e$.children do
            if $c \notin O$ then
                $Q \leftarrow c$
        for $e \in E$ do
            if $e \in Q$ then
                $S$.enqueue(BuildExecutionLevel($G$, $e$, $O$))
        for $e \in E$ do
            for $p \in e$.parents do
                if $p \notin O$ then
                    $Q \leftarrow p$
        $S$.evidenceNodes $\leftarrow E$
        $S$.queryNodes $\leftarrow Q$
    return $O$
The notion of priority is handled in the if statement in Algorithm 2. Since there needs to be some method of assigning priority to nodes because we have to choose which one to evaluate first. Inference can flow in either direction, and priority could be set in a problem specific method.

This ordering is by no means the only valid ordering. In the future we hope to further investigate this execution ordering and try to better understand the effects of the choices made when defining the order.

**Combining Fuzzy Evidence**

In the previous section the idea of combining fuzzy states is prevalent. When propagating fuzzy probability distributions, this can be done by merging them together. Also, when the path from the fuzzy evidence nodes to the query node only has hidden nodes, like in Figure 14a, the fuzzy states can be applied directly, since there is no evidence present at the hidden nodes.

The situation changes when dealing with a network like the one presented in Figure 14b. In this network, fuzzy evidence nodes interact with other evidence nodes, each of which influence the state further up the execution line. There are three possible approaches to addressing these conflicts.

The first approach is to ignore evidence on nodes that need to be updated and over-write with the evidence from nodes that came before in the execution order. For example, with Figure 14b and the example ordering from the previous section, the fuzzy values for *Stim* would propagate to *Push*, which would eliminate the evidence assigned to the node *Push*. This is not a good solution because the only evidence that would affect effecting the query would be the fuzzy evidence applied at *Stim*. 
The second approach, which is only slightly better, would be to ignore updated fuzzy states if a node has evidence. An example of this would be if both Bridge and Stim have fuzzy evidence. When Stim propagates its fuzzy state to Bridge, Bridge will ignore that propagated state because Bridge already has a fuzzy state set by evidence. This method is not much better then the previously presented one. In the example we have been using, Voltage and Bridge would be the only fuzzy evidence to have an impact on the query node.

Given the uncertainty in the evidence, the best approach is to combine the fuzzy states to make a new fuzzy state that incorporates both the evidence given for that node and the fuzzy state that is being propagated to it. To do this, we apply a fuzzy union operator.

Typically the fuzzy union operator is defined as $\mu_{A \cup B}(x) = \max\{\mu_A(x), \mu_B(x)\}$. However, we wanted to be able to incorporate both fuzzy states, so we used an alternate fuzzy union operator as follows:

$$\mu_{A \cup B}(x) = \mu_A(x) + \mu_B(x) - \mu_A(x)\mu_B(x)$$

This fuzzy union, after normalization, incorporates both fuzzy states into one unified fuzzy state which can then be used to continue the propagation process.

**Detailed Example**

In this section, we give a full example of the inference process using a diagnostic network for a simple doorbell. The structure of the network can be seen in Figure 15.
For this example we will assume the fuzzy states for each evidence node are as follows:

\[
\begin{align*}
    \text{Bridge} &= [0.1, 0.9] \\
    \text{Voltage} &= [0.2, 0.8] \\
    \text{Stim} &= [0.7, 0.3] \\
    \text{Push} &= [0.6, 0.4]
\end{align*}
\] (34)

Since we want the fuzzy state at the query node Battery, the first step is to determine the computation order.

We can see that the deepest node is Push. This will be the first node to use, and it will update the states of the evidence node Stim and the hidden node Hidden at the next layer up. Since there is no inter dependence at this layer there is nothing that needs to be resolved, and computation can move up to the next layer. However, since there is a dependence in this next layer, Voltage will be updated first, then Bridge will be updated with Stim and Bridge. Finally Voltage and Bridge will update Battery to get the fuzzy state for the desired query node.

The first calculations needed are to propagate the fuzzy state from Push to the nodes Stim and Hidden. The propagation to the node Hidden is performed in equation 35 and the propagation to the node Stim is done in equation 36.
\[\text{Hidden} = \]
\[
\left[ \{P(\text{Hidden} = \text{Pass}|\text{Push} = \text{Pass}), P(\text{Hidden} = \text{Fail}|\text{Push} = \text{Pass})\}_\mu(\text{Push} = \text{Pass}),
\{P(\text{Hidden} = \text{Pass}|\text{Push} = \text{Fail}), P(\text{Hidden} = \text{Fail}|\text{Push} = \text{Fail})\}_\mu(\text{Push} = \text{Fail}) \right] \\
= \left[ \{0.1716, 0.8284\}_0.6, \{0.9999, 0.0001\}_0.4 \right] \\
= [0.1716 \cdot 0.6 + 0.9999 \cdot 0.4, 0.8284 \cdot 0.6 + 0.0001 \cdot 0.4] \\
= [0.5029, 0.4971] \]
\hspace{1cm} (35)

\[\text{Stim} = \]
\[
\left[ \{P(\text{Stim} = \text{Pass}|\text{Push} = \text{Pass}), P(\text{Stim} = \text{Fail}|\text{Push} = \text{Pass})\}_\mu(\text{Push} = \text{Pass}),
\{P(\text{Stim} = \text{Pass}|\text{Push} = \text{Fail}), P(\text{Stim} = \text{Fail}|\text{Push} = \text{Fail})\}_\mu(\text{Push} = \text{Fail}) \right] \\
= \left[ \{0.9999, 0.0001\}_0.6, \{0.9999, 0.0001\}_0.4 \right] \\
= [0.9999 \cdot 0.6 + 0.9999 \cdot 0.4, 0.0001 \cdot 0.6 + 0.0001 \cdot 0.4] \\
= [0.9999, 0.0001] \]
\hspace{1cm} (36)

The result from equation 35 is now the fuzzy state of \text{Hidden}, but the result of equation 36 is not the fuzzy states of \text{Stim}. Since \text{Stim} has fuzzy evidence of its own, the two fuzzy states need to be combined with the fuzzy union to get the actual fuzzy state for \text{Stim}. The fuzzy state for \text{Pass} is calculated in equation 37 and the FS for \text{Fail} is calculated in equation 38.

\[
\mu(\text{Stim} = \text{Pass}) = 0.7 + 0.9999 - 0.7 \cdot 0.9999 \\
= 0.99997 \]
\hspace{1cm} (37)
\[ \mu(\text{Stim} = \text{Fail}) = 0.3 + 0.0001 - 0.3 \cdot 0.0001 \]
\[ = 0.30007 \quad (38) \]

These values need to be normalized, because they sum to 1.30004. The final, updated FS for Stim is then:

\[ \text{Stim} = \left[ \begin{array}{cc}
0.99997 & 0.30007 \\
0.99997 + 0.30007 & 0.99997 + 0.30007
\end{array} \right] \]
\[ = [0.7692, 0.2308] \quad (39) \]

Now that we have finished this level, we move to the next level and since there is an inter-dependence at the next level, we update Voltage first with the fuzzy state from Hidden:

\[ \text{Voltage} = \]
\[ \left[ \{P(\text{Voltage} = \text{Pass}|\text{Hidden} = \text{Pass}), P(\text{Voltage} = \text{Fail}|\text{Hidden} = \text{Pass})\}_\mu(\text{Hidden} = \text{Pass}), P(\text{Voltage} = \text{Pass}|\text{Hidden} = \text{Fail}), P(\text{Voltage} = \text{Fail}|\text{Hidden} = \text{Fail})\}_\mu(\text{Hidden} = \text{Fail}) \right] \]
\[ = [{0.9985, 0.0015}_0.5029, {0.9847, 0.0153}_0.4971] \]
\[ = [0.9985 \cdot 0.5029 + 0.9847 \cdot 0.4971, 0.0015 \cdot 0.5029 + 0.0153 \cdot 0.4971] \]
\[ = [0.9916, 0.0084] \quad (40) \]

To update the fuzzy state for Voltage we need to take the fuzzy union of this value and the fuzzy evidence, then normalize. This is done in equations 41, 42 and 43, as follows:

\[ \mu(\text{Voltage} = \text{Pass}) = 0.2 + 0.9916 - 0.2 \cdot 0.9916 \]
\[ = 0.9933 \quad (41) \]
\[ \mu(Voltage = Fail) = 0.8 + 0.0084 - 0.8 \cdot 0.0084 \]
\[ = 0.8017 \] (42)

\[ Voltage = \left[ \frac{0.9933}{0.9933 + 0.8017}, \frac{0.8017}{0.9933 + 0.8017} \right] \]
\[ = [0.5534, 0.4466] \] (43)

Equation 43 now contains the fully updated fuzzy state for \textit{Voltage}. Next we calculate the fuzzy state for \textit{Bridge} using \textit{Voltage} and \textit{Stim}. The propagated fuzzy state is calculated in equation 44.
\[ \text{Bridge} = \]
\[
\left[ \begin{array}{c}
P(Bridge = \text{Pass}|Stim = \text{Pass}, Voltage = \text{Pass}), \\
P(Bridge = \text{Fail}|Stim = \text{Pass}, Voltage = \text{Pass})
\end{array} \right] \mu(Stim = \text{Pass}) \mu(Voltage = \text{Pass}) ;
\]
\[
\left[ \begin{array}{c}
P(Bridge = \text{Pass}|Stim = \text{Pass}, Voltage = \text{Fail}), \\
P(Bridge = \text{Fail}|Stim = \text{Pass}, Voltage = \text{Pass})
\end{array} \right] \mu(Stim = \text{Pass}) \mu(Voltage = \text{Fail}) ;
\]
\[
\left[ \begin{array}{c}
P(Bridge = \text{Pass}|Stim = \text{Fail}, Voltage = \text{Pass}), \\
P(Bridge = \text{Fail}|Stim = \text{Fail}, Voltage = \text{Pass})
\end{array} \right] \mu(Stim = \text{Fail}) \mu(Voltage = \text{Pass}) ;
\]
\[
\left[ \begin{array}{c}
P(Bridge = \text{Pass}|Stim = \text{Fail}, Voltage = \text{Fail}), \\
P(Bridge = \text{Fail}|Stim = \text{Fail}, Voltage = \text{Fail})
\end{array} \right] \mu(Stim = \text{Fail}) \mu(Voltage = \text{Fail})
\]
\[
= \left[ \begin{array}{c}
0.9999, 0.0001 \\
0.0090, 0.9910
\end{array} \right] \cdot 0.7692 - 0.5534, \\
\{0.0040, 0.9969\} \cdot 0.7692 - 0.4466,
\]
\[
\{0.2308, 0.5534\}, \\
\{0.0010, 0.9990\} \cdot 0.2308 \cdot 0.4466
\]
\[
= \left[ \begin{array}{c}
0.9999, 0.0001 \\
0.0090, 0.9910
\end{array} \right] \cdot 0.4257, \\
\{0.0040, 0.9969\} \cdot 0.3435,
\]
\[
\{0.0090, 0.9910\} \cdot 0.1277, \\
\{0.0010, 0.9990\} \cdot 0.1031
\]
\[
= \left[ \begin{array}{c}
0.9999 \cdot 0.4257 + 0.0040 \cdot 0.4257 + 0.0090 \cdot 0.1277 + 0.0010 \cdot 0.1031, \\
0.0090 \cdot 0.4257 + 0.9969 \cdot 0.4257 + 0.9910 \cdot 0.1277 + 0.9990 \cdot 0.1031
\end{array} \right]
\]
\[
= \left[ \begin{array}{c}
0.428, 0.572
\end{array} \right]
\]
\[
= \left[ \begin{array}{c}
0.428, 0.572
\end{array} \right]
\]
\[
= \left[ \begin{array}{c}
0.428, 0.572
\end{array} \right]
\]
\[
= \left[ \begin{array}{c}
0.428, 0.572
\end{array} \right]
\]
\[
(44)
\]

We need to take the union of the fuzzy state we just calculated with the fuzzy state presented to \textit{Bridge} as evidence.

\[
\mu(\text{Bridge} = \text{Pass}) = 0.1 + 0.428 - 0.1 \cdot 0.428
\]
\[
= 0.4852
\]
\[
(45)
\]
\[ \mu(Bridge = \text{Fail}) = 0.9 + 0.572 - 0.9 \cdot 0.572 \]
\[ = 0.9572 \] (46)

\[ Bridge = \left[ \frac{0.4852}{0.4852 + 0.9572}, \frac{0.9572}{0.4852 + 0.9572} \right] \]
\[ = [0.3364, 0.6636] \] (47)

Finally, we update the fuzzy state for Battery, which is the query node, based on the fuzzy states we calculated for Voltage and Bridge.
\[ Battery = \]
\[
\left[ \{ P(Battery = \text{Pass}|Bridge = \text{Pass}, Voltage = \text{Pass}) \} \mu(Bridge = \text{Pass}) \cdot \mu(Voltage = \text{Pass}) , \\
\{ P(Battery = \text{Fail}|Bridge = \text{Pass}, Voltage = \text{Pass}) \} \mu(Bridge = \text{Pass}) \cdot \mu(Voltage = \text{Pass}) , \\
\{ P(Battery = \text{Pass}|Bridge = \text{Pass}, Voltage = \text{Fail}) \} \mu(Bridge = \text{Pass}) \cdot \mu(Voltage = \text{Fail}) , \\
\{ P(Battery = \text{Fail}|Bridge = \text{Pass}, Voltage = \text{Fail}) \} \mu(Bridge = \text{Pass}) \cdot \mu(Voltage = \text{Fail}) \right]
\]
\[
= \left[ \{ 0.9999, 0.0001 \}_{0.3364-0.5534}, \{ 0.0040, 0.9960 \}_{0.3364-0.4466} \\
\{ 0.8001, 0.1999 \}_{0.6636-0.5534}, \{ 0.0020, 0.9980 \}_{0.6636-0.4466} \right]
\]
\[
= \left[ \{ 0.9999, 0.0001 \}_{0.1862}, \{ 0.0040, 0.9960 \}_{0.1502} \\
\{ 0.8001, 0.1999 \}_{0.3672}, \{ 0.0020, 0.9980 \}_{0.2964} \right]
\]
\[
= \left[ 0.9999 \cdot 0.1862 + 0.0040 \cdot 0.1502 + 0.8001 \cdot 0.3672 + 0.0020 \cdot 0.2964 , \\
0.0001 \cdot 0.1862 + 0.9960 \cdot 0.1502 + 0.1999 \cdot 0.3672 + 0.9980 \cdot 0.2964 \right]
\]
\[
= [0.4812, 0.5188] 
\]

In the end, we find the final fuzzy state of \textit{Battery} to be [0.4812, 0.5188]. An interesting caveat of this technique can be seen in the last step. The way we combine fuzzy states within a layer causes a non-linear relationship to be formed at the next level. For example, the combination of fuzzy states from \textit{Voltage} to \textit{Bridge} causes a non-linear relationship to be formed between \textit{Voltage} and \textit{Battery}.
In the example just defined, the fuzzy state of *Bridge* becomes a function of the fuzzy states of both *Stim* and *Voltage*. Then, when the fuzzy state for *Battery* is calculated, the fuzzy values for *Voltage* and *Battery* are multiplied together which is analogous to multiplying a value $x$ by a function of $x$, $f(x)$. The result is therefore non-linear with respect to $x$. 
EXPERIMENTS

Experimental Design

In this chapter we show that this method works by using real diagnostic networks that have been used in other literature to demonstrate how this system actually behaves when being used in a model. For this work, we used three networks from the PHM literature [1], [20], and [21].

Doorbell Circuit

The doorbell circuit is possibly one of the simplest circuits that can be used. Due to the simplicity it is useful for simple demonstrations of diagnostic reasoners. In [21] this circuit was tested using both a fault tree and a traditional Bayesian network. We used the same Bayesian network except with the addition of fuzzy membership functions to produce levels of system degradation. The circuit is shown in Figure 16.

![Figure 16: Circuit diagram for the doorbell test circuit](image)

The simple doorbell circuit contains three main components: a clapper-type bell, a push button switch, and a battery. Each of the components listed can fail in specific ways. The battery could die, the switch may fail to close the circuit or get stuck closed
after the second push, the clapper on the bell can get stuck open causing the bell not to ring, and finally the solenoid on the bell can get stuck.

Each of these failure modes is represented in the Bayesian network as random variables: Batt, SW-O, SW-C, Clap-O, Clap-C, and Sol-O respectively. These are the possible diagnoses which will be represented by the Fuzzy Bayesian Network in Figure 17. The conditional probability tables are in Appendix A since no example calculations will be done here, they are not necessary in the text.

![Bayesian Network Diagram](image)

Figure 17: Doorbell diagnostic Bayesian network structure

There are five different tests that can be performed on this circuit to use as inputs to the diagnostic reasoner. The switch can be pushed, which is represented by the Push evidence node. The switch can be pushed twice in succession, which is represented by the Push/Push evidence node. The voltage of the battery can be measured, which is represented by Voltage. The bell can be stimulated directly, which is represented in the variable Stim. Finally, the switch can be bridged to forcibly close the circuit, which is then represented by the variable Bridge.

The tests Push/Push, Bridge, Stim, and Push typically only have natural Pass or Fail conditions. For example, when the switch is pushed, the bell usually rings or it does not. There is a situation where there could be a delay in the ring, or the ring could be weak, which could indicate a low battery voltage. However, we are limiting
the tests to what we consider to be the most natural application of fuzzy evidence, which is on the Voltage test. The Voltage test is a natural fit for a fuzzy membership function to map its voltage into the Bayesian network.

To create the fuzzy membership function for the Voltage test we assume the circuit uses a 9 volt battery. With this assumption, we use the following fuzzy membership function, which is plotted in Figure 18. Additionally, the conditional probability tables for this network are in Appendix B.

\[
\begin{align*}
\mu_{\text{Battery} = \text{Pass}} (x) &= 1 - \frac{1}{1 + e^{3(x-5.75)}} \\
\mu_{\text{Battery} = \text{Fail}} (x) &= \frac{1}{1 + e^{3(x-5.75)}}
\end{align*}
\]  

(49)

Figure 18: Fuzzy Membership Function for the Voltage test

ATML Circuit

The next network that we used to test the Fuzzy Bayesian Network framework is the ATML Circuit. This circuit was developed with funding from the US Navy
to demonstrate various IEEE standards for XML-based information exchange. The circuit is shown in Figure 19.

![ATML test circuit](image)

**Figure 19: ATML test circuit**

The ATML circuit can be tested by 11 possible tests. These tests correspond to evidence nodes in a diagnostic Bayesian network that was developed by Lockheed-Martin for a 2009 demonstration of the Automatic Test Markup Language (ATML). The eleven tests that are defined in the circuit are:

- AC voltage test at $V_0$
- DC voltage test at $V_0$
- AC voltage test at $V_C$
- DC voltage test at $V_C$
- Test for high DC voltage at $V_B$
- Test for low DC voltage at $V_B$
- Test for high DC voltage at $V_E$
- Test for low DC voltage at $V_E$
- Test for high DC voltage at $V_C$ while bridging the base and emitter
- Test for low DC voltage at $V_C$ while bridging the base and emitter
- $V_{CC}$ continuity test

There are thirteen possible diagnoses that are represented in the Bayesian network:

- Capacitor short on C3
- Capacitor open on C2
- Capacitor open on C1
- Resistor open on R1
- Resistor open on R2
- Resistor open on R3
- Resistor open on R4
- Transistor Q1 collector open
- Transistor Q1 collector short
- Transistor Q1 base open
• Transistor Q1 emitter open

• Transistor Q1 base shorted to emitter

• Transistor Q1 base shorted to collector

In addition to the eleven evidence nodes and the thirteen query nodes, there are also four latent variables in the network. The latent variables are labeled $Q_{11}$, $Q_{12}$, $Q_{13}$ and $Q_{14}$. These hidden nodes were added to help make the size of the probability distributions for the failure modes of the transistor Q1 more manageable. The overall structure of the network can be seen in Figure 20. The conditional probability tables are included in Appendix B.

![Figure 20: ATML diagnostic network](image)

All of the tests are based on continuous values. Due to this, membership functions must be created for all of the tests to allow the actual measured values to be mapped
directly into the network. These membership functions were created with values that seemed to make sense but do not necessarily correspond to values that would be used in the real world. These membership functions are all plotted in Appendix A. The membership functions for the test nodes are as follows:

\[
\begin{align*}
\mu_{V_0AC=Pass}(x) &= e^{-\frac{(x-10)^2}{2\cdot 0.6^2}} \\
\mu_{V_0AC=Fail}(x) &= 1 - e^{-\frac{(x-10)^2}{2\cdot 0.6^2}} \\
\mu_{V_0DC=Pass}(x) &= e^{-\frac{(x-5)^2}{2\cdot 0.25^2}} \\
\mu_{V_0DC=Fail}(x) &= 1 - e^{-\frac{(x-5)^2}{2\cdot 0.25^2}} \tag{50} \\
\mu_{V_{BDC1}=Pass}(x) &= 1 - \frac{1}{1 + e^{2(x-10)}} \\
\mu_{V_{BDC1}=Fail}(x) &= \frac{1}{1 + e^{2(x-10)}} \tag{52} \\
\mu_{V_{BDC2}=Pass}(x) &= \frac{1}{1 + e^{2(x-20)}} \\
\mu_{V_{BDC2}=Fail}(x) &= 1 - \frac{1}{1 + e^{2(x-20)}} \tag{53} \\
\mu_{V_{BEVCFH}=Pass}(x) &= \frac{1}{1 + e^{10(x-4.25)}} \\
\mu_{V_{BEVCFH}=Fail}(x) &= 1 - \frac{1}{1 + e^{10(x-4.25)}} \tag{54} \\
\mu_{V_{BEVCFL}=Pass}(x) &= 1 - \frac{1}{1 + e^{10(x-2)}} \\
\mu_{V_{BEVCFL}=Fail}(x) &= \frac{1}{1 + e^{10(x-2)}} \tag{55} \\
\mu_{V_{CAC}=Pass}(x) &= e^{-\frac{(x-25)^2}{2\cdot 1^2}} \\
\mu_{V_{CAC}=Fail}(x) &= 1 - e^{-\frac{(x-25)^2}{2\cdot 1^2}} \tag{56}
\end{align*}
\]
\[
\begin{align*}
\mu_{VCDC=Pass}(x) &= e^{-\frac{1}{2.0.15^2}(x-3.3)^2} \\
\mu_{VCDC=Fail}(x) &= 1 - e^{-\frac{1}{2.0.15^2}(x-3.3)^2} \\
\mu_{VEDC1=Pass}(x) &= 1 - \frac{1}{1 + e^{x-40}} \\
\mu_{VEDC1=Fail}(x) &= \frac{1}{1 + e^{x-40}} \\
\mu_{VEDC2=Pass}(x) &= \frac{1}{1 + e^{x-60}} \\
\mu_{VEDC2=Fail}(x) &= 1 - \frac{1}{1 + e^{x-60}} \\
\mu_{VCC=Pass}(x) &= \frac{1}{1 + e^{20(x-0.5)}} \\
\mu_{VCC=Fail}(x) &= 1 - \frac{1}{1 + e^{20(x-0.5)}}
\end{align*}
\]

Li-Ion Battery Network

The lithium-ion battery network was trained using a data set from the NASA Prognostics Center of Excellence data repository \cite{22}. The data set contains data of charging and discharging cycles of lithium ion batteries at different temperatures. The purpose of this data set is to be able to develop models that can measure current battery health and overall charge degradation depending on various factors.

The network being used has a very simple structure. It consists of one diagnosis (query) node labeled \textit{Capacity}, and five test (evidence) nodes labeled \textit{Charge Current, Measured Current, Voltage Measured, Temperature} and \textit{Charge Voltage}. The structure can be seen in Figure 21.

The most interesting feature of this network, unlike the previous networks, is that the states of each of the evidence nodes are not limited to \textit{Pass} and \textit{Fail}. They are five
different discrete states, which are labeled $TESTOUTCOME_0$, $TESTOUTCOME_1$, $TESTOUTCOME_2$, $TESTOUTCOME_3$, and $TESTOUTCOME_4$.

These states do not map directly to simple measurements. Instead, they are mapped to intervals after PCA was performed on the input data. The process for using PCA in this context is outlined in [23]. This means the values that map to these states do not have an easy-to-understand interpretation and they are relative magnitudes within the transformed space. Nevertheless, we constructed fuzzy membership functions for each of the states, for each of the variables based on these transformed values.

All of the fuzzy membership functions were defined as logistic membership functions as follows:

Charge Current:
\[ \mu_{\text{TESTOUTCOME}0} = \frac{1}{1 + e^{1.5(-26.25-x)}} \] (61)

\[ \mu_{\text{TESTOUTCOME}1}(x) = \begin{cases} 
\frac{1}{1 + e^{-1.5(-26.25-x)}} & \text{if } x \leq -18.625 \\
1 & \text{if } x > -18.625
\end{cases} \]

\[ \mu_{\text{TESTOUTCOME}2}(x) = \begin{cases} 
\frac{1}{1 + e^{-10(-11-x)}} & \text{if } x \leq -10.7 \\
1 & \text{if } x > -10.7
\end{cases} \]

\[ \mu_{\text{TESTOUTCOME}3}(x) = \begin{cases} 
\frac{1}{1 + e^{-10(-10.4-x)}} & \text{if } x \leq -8.7 \\
1 & \text{if } x > -8.7
\end{cases} \]

\[ \mu_{\text{TESTOUTCOME}4} = \frac{1}{1 + e^{-7(-5.4-x)}} \]

\[ \text{Measured Current:} \]

\[ \mu_{\text{TESTOUTCOME}0} = \frac{1}{1 + e^{1.5(-24-x)}} \] (62)

\[ \mu_{\text{TESTOUTCOME}1}(x) = \begin{cases} 
\frac{1}{1 + e^{-1.5(-24-x)}} & \text{if } x \leq -20.4 \\
1 & \text{if } x > -20.4
\end{cases} \]

\[ \mu_{\text{TESTOUTCOME}2}(x) = \begin{cases} 
\frac{1}{1 + e^{-1.5(-16.8-x)}} & \text{if } x \leq -14.6 \\
1 & \text{if } x > -14.6
\end{cases} \]

\[ \mu_{\text{TESTOUTCOME}3}(x) = \begin{cases} 
\frac{1}{1 + e^{-1.5(-12.4-x)}} & \text{if } x \leq -4.5 \\
1 & \text{if } x > -4.5
\end{cases} \]

\[ \mu_{\text{TESTOUTCOME}4} = \frac{1}{1 + e^{-1.5(-3.4-x)}} \]
Voltage Measured:

\[ \mu_{\text{TESTOUTCOME}0} = \frac{1}{1 + e^{1(-87 \cdot x)}} \]  \hspace{1cm} (63)

\[ \mu_{\text{TESTOUTCOME}1}(x) = \begin{cases} 
\frac{1}{1 + e^{-1(-87 \cdot x)}} & \text{if } x \leq -80.5 \\
1 & \text{if } x > -80.5 
\end{cases} \]

\[ \mu_{\text{TESTOUTCOME}2}(x) = \begin{cases} 
\frac{1}{1 + e^{-1(-74 \cdot x)}} & \text{if } x \leq -69.375 \\
1 & \text{if } x > -69.375 
\end{cases} \]

\[ \mu_{\text{TESTOUTCOME}3}(x) = \begin{cases} 
\frac{1}{1 + e^{-1(-64.75 \cdot x)}} & \text{if } x \leq -48.625 \\
1 & \text{if } x > -48.625 
\end{cases} \]

\[ \mu_{\text{TESTOUTCOME}4} = \frac{1}{1 + e^{-1(-32.5 \cdot x)}} \]

Temperature:

\[ \mu_{\text{TESTOUTCOME}0} = \frac{1}{1 + e^{0.75(-475 \cdot x)}} \]  \hspace{1cm} (64)

\[ \mu_{\text{TESTOUTCOME}1}(x) = \begin{cases} 
\frac{1}{1 + e^{0.75(-475 \cdot x)}} & \text{if } x \leq -413.4 \\
1 & \text{if } x > -413.4 
\end{cases} \]

\[ \mu_{\text{TESTOUTCOME}2}(x) = \begin{cases} 
\frac{1}{1 + e^{0.45(-351.8 \cdot x)}} & \text{if } x \leq -332.65 \\
1 & \text{if } x > -332.65 
\end{cases} \]

\[ \mu_{\text{TESTOUTCOME}3}(x) = \begin{cases} 
\frac{1}{1 + e^{0.5(-313.5 \cdot x)}} & \text{if } x \leq -259.625 \\
1 & \text{if } x > -259.625 
\end{cases} \]

\[ \mu_{\text{TESTOUTCOME}4} = \frac{1}{1 + e^{0.5(-205.75 \cdot x)}} \]
Charge Voltage:

\[
\mu_{\text{TestOutcome0}} = \frac{1}{1 + e^{1.5 \cdot (4.5 - x)}}
\]  

(65)

\[
\mu_{\text{TestOutcome1}}(x) = \begin{cases} 
\frac{1}{1 + e^{-1.5 \cdot (4.5 - x)}} & \text{if } x \leq 9.25 \\
1 & \text{if } x > 9.25 
\end{cases}
\]

\[
\mu_{\text{TestOutcome2}}(x) = \begin{cases} 
\frac{1}{1 + e^{-1.5 \cdot (14 - x)}} & \text{if } x \leq 18.75 \\
1 & \text{if } x > 18.75 
\end{cases}
\]

\[
\mu_{\text{TestOutcome3}}(x) = \begin{cases} 
\frac{1}{1 + e^{-1.5 \cdot (23.5 - x)}} & \text{if } x \leq 25 \\
1 & \text{if } x > 25 
\end{cases}
\]

\[
\mu_{\text{TestOutcome4}} = \frac{1}{1 + e^{-1.5 \cdot (26.5 - x)}}
\]

To map the fuzzy membership value of Capacity to the actual capacity value given in the data we need to normalize the capacity data given. This is done assuming the maximum battery capacity is 2 Ahr. This allows us to get a percentage discharged that we can compare to the output of the Capacity node.

**Experimental Results**

In this section we use the networks presented in the previous section to show how this method of using Fuzzy Bayesian Networks works on the three test networks. This section contains selected instances of possible values in each of the networks. These instances were chosen either to illustrate a specific feature of the FBN or because the results were especially interesting.
Doorbell Network

The experiments performed on the doorbell network were broken into two groups. The first group is used to illustrate the influence of the fuzzy membership values as evidence on the behavior of the network. This is done by varying the membership values associated with the evidence in the network. The second group varies real-world values such as battery voltages, which are then translated into fuzzy membership values with the defined fuzzy membership functions.

Manipulate Membership Values. To get an initial sense of how the doorbell network behaves with fuzzy evidence instead of crisp evidence, we first varied the membership values directly. We varied the membership value for the Voltage test and used Battery as the query node. We expected to see a direct relationship between these two quantities. The results are shown in Figure 22.

![Figure 22: Membership value of Battery Diagnosis varying volt membership](image)

In this first test, while varying the membership value for Voltage, the evidence on Bridge, Stim and Push were all held constant at a membership value of 1 for the
Pass condition for each test. For comparison, using crisp evidence on the Voltage node and traditional Bayesian inference we found the following. With evidence set as Pass, \( P(\text{Good}) = 0.999999 \), and with evidence set as Fail on Voltage, \( P(\text{Good}) = 0.0039681748 \).

Here the voltage membership value uses a linear change, so we expected, and observed, a linear relation to the membership value for Battery. A more interesting example of the relationships between the fuzzy evidence and the membership values for the diagnoses can be seen in Figure 23. In this second test, the evaluations were performed by only varying the membership value for the Voltage node whereas Bridge, Stim, and Push were all held constant at a membership value of 1 for Pass and 0 for Fail. Even though over the whole range of possible membership values \([0, 1]\) for the Voltage variable, the diagnosis of SW-O or Switch Open only changes from 0.96438008 to 0.999914647, the relation between the two is interesting. Unlike Figure 22 which shared a linear relationship between the membership value on Voltage and the membership value for the diagnosis node, this example does not have such a linear relationship.

The non-linearity in Figure 23 comes from the combination of Fuzzy evidence at other evidence nodes, as the fuzzy membership values are propagated through the network. This phenomenon is explained more thoroughly in Chapter 4. The second test used three steps of execution. First, it used the fuzzy evidence from the Bridge test node to update both the Voltage and Stim nodes. Then since there was already evidence applied to the Voltage and Stim nodes, the fuzzy union operator was used to combine the values propagated from Bridge and Stim or Voltage. The next step incorporates fuzzy values from the Stim and Voltage nodes into the Push node along with evidence that had already been set at that node. The final step was to propagate the fuzzy states to the diagnosis node SW-O. In this case, the effect
Figure 23: Membership value of SW-O with varying Voltage membership

is minimal; however, there are situations where the effect can become much more pronounced.

Real Values as Evidence. Now that we have illustrated how the doorbell network reacts to fuzzy evidence, we will use more realistic values as inputs to the network. Specifically, we will use the logistic fuzzy membership function defined in Equation 49. We look at only one test that can be represented in this network with a continuous valued input, which is the voltage test represented by the Voltage node. The rest of the tests have discrete results; either the doorbell rang or it did not. Due to this, we only vary the test results for the voltage measured from the battery.

The first test varies the battery voltage from 0 to 10 Volts. While this value is changing, the Bridge, Stim, and Push tests are all assumed to pass. This may not be the most realistic scenario, but it is a good baseline for investigating the impact of the fuzzy membership function of the evidence on the fuzzy values of the diagnoses.
Figure 24: Membership value of Battery Diagnosis with varying Battery Voltage

The results of this experiment (Figure 24) look more as we might expect. The direct effect of the logistic fuzzy membership function is visible and seems to match well with the membership function shown in Figure 18. The more interesting plots come from looking at the Switch Open diagnosis node while varying the battery voltage.

Figure 25 shows the results of the same situation as above except the SW-O node is the query node instead of Battery.

(a) Membership values for SW-O  
(b) Zoom view of Good diagnosis

Figure 25: Membership values for SW-O with varying Battery Voltage
The non-linearity that we saw in Figure 23 is not easy to see in this example. This effect is obscured by the fuzzy membership function itself, whose shape dominates the plot. Figure 25b is a zoomed view of the Good diagnosis for SW-O, which is affected only slightly by the varying battery voltage.

In the next scenario, the battery voltage is being varied from 0 volts to 10 volts; however, unlike the previous test, the Bridge, Stim and Push tests all Fail. Figure 26 shows both the membership values for the Battery and SW-O diagnoses. Figure 26b is a zoomed in version of the SW-O diagnosis to make the trend easier to see. The same trends exist here that existed in the example where all the tests passed. The only difference is the actual membership values. The values for the Good diagnoses are lower in this case than the case where all the other test nodes were set to Pass.

ATML Network

The ATML network presents a different feature that can be present in Bayesian network structures that is not present in the Doorbell network structure. This is the concept of a hidden node. Hidden nodes are neither query nodes, nor are they evidence nodes. Thus, hidden nodes do not have evidence directly applied to them,
but they do have conditional probability tables associated with them and must be considered when performing inference.

**Manipulate Membership Values.** To illustrate how a layer of non-interconnected nodes behaves differently than a layer of interconnected nodes, we query the *Q1 C Open* diagnosis node. This node is connected to three hidden nodes, *Q1*, *Q2* and *Q3*. These hidden nodes are then connected to five different evidence nodes. They are *V0AC*, *VCDC*, *VBDC 1*, *VEDC 1* and *VBEVCFH* respectively. For this scenario, all of these tests are assumed to have a state of *Pass* with a membership value of 1, except for *VBDC 1*. The evidence node *VBDC 1* is varied from 0 to 1 to sweep its entire range of possible values. The effect of this on the membership values for *Q1 C Open* are plotted in Figure 27.

![Figure 27: Membership value of Q1 C Open while varying VBDC 1’s membership value](image)

The inference process follows two steps. First, all of the evidence nodes: *V0AC*, *VCDC*, *VBDC 1*, *VEDC 1* and *VBEVCFH*, are evaluated and update the fuzzy states
of the nodes in the next layer up. In this case, all the nodes in the next layer are hidden nodes and do not have any pre-existing evidence associated with them; therefore, there is no need to use the fuzzy union operator to combine fuzzy evidence. The fuzzy states are propagated directly to these hidden nodes. Then the process is repeated at the layer of hidden nodes to propagate to the diagnosis node $Q1\ C\ Open$.

While the same multi-step evaluation process is used to perform inference as in the example from the doorbell network, we do not see the same non-linearity we saw with the doorbell. This is because in the doorbell network, the successive steps were updating the fuzzy evidence of interconnected observed nodes, then using these updated fuzzy states with their own states to update the next level. This process is not performed on the hidden nodes because there is a layer between the evidence nodes and the query nodes which separates the network, preventing the non-linear relationship from forming.

Real Values as Evidence. Now that we have shown that a layer of non-interconnected nodes do not behave in the same way as a layer of interconnected nodes, we will use realistic values and the fuzzy membership functions from Equations 50 through 60.

This first scenario will consider the diagnosis node $Q1\ BE\ Short$. This scenario corresponds to the diagnosis of the base and the emitter of transistor $Q1$ being shorted. This is an interesting test because of the interaction between the voltage measurement for $V_{E\ DC\ 1}$ and $V_{BE\ VCFH}$. For this scenario, the only nodes that will have varying values will be $V_{E\ DC\ 1}$ and $V_{BE\ VCFH}$. All the other values will be held constant. We illustrate the effect in three steps: first only $V_{E\ DC\ 1}$ will be varied from 25 to 55 volts while the $V_{BE}$ will be held at 3.3 volts, which is a pass condition
for $V_{BE} VCFH$; second the voltage at $V_{E DC 1}$ will be held constant at 50 volts, which is a Pass condition, and vary the $V_{BE}$ voltage from 2 to 6 volts; third the $V_{BE}$ and the $V_{E DC 1}$ voltages will be varied across their ranges from Pass conditions to Fail conditions.

The first scenario, varying $V_{E DC 1}$ with $V_{BE} VCFH$ constant is shown in Figure 28a. Figure 28b shows the scenario with $V_{E DC 1}$ held constant and $V_{BE} VCFH$ varied. The values plotted are the membership values of $Q1 \ BE \ Short$.

![Graphs](image)

(a) Values for Battery diagnosis
(b) Zoom view of Good diagnosis

Figure 28: Membership values with varying Battery Voltage other tests fail

The scenario where the voltages for both $V_{E DC 1}$ and $V_{BE}$ are varied is presented in Figure 29. The value plotted is the membership value of the $Q1$ transistor’s base being shorted to the emitter. Figures 29 and 29b are plots of the same data, just rotated differently to allow the data to be more easily visualized.

It is interesting to see the four flat plateaus in Figure 29, which correspond to when $V_{BE} VCFH$ and $V_{E DC 1}$ are both a Fail, when $V_{BE} VCFH$ is Pass and $V_{E DC 1}$ is Failed, when they both are Pass, and when $V_{BE} VCFH$ is Fail and $V_{E DC 1}$ is pass. The transitions between these plateaus are due to the shape of the membership functions. In this case, both membership functions are logistic functions. If this same
Figure 29: Membership values for individually varying $V_{BE}$ and $V_{E DC 1}$

scenario were run without using fuzzy evidences, but with crisp evidence similar plateaus would be seen, but there would not be the gradual transitions.

The gradual change between the states exemplifies one of the key advantages of using a fuzzy Bayesian network as opposed to a classic Bayesian network for diagnostics. The fuzzy membership functions are able to capture degrees of state assignments which can translate into a measure of degradation.

Battery Network

The third network we used for testing we learned from the NASA Li-Ion Battery data set, which evaluates battery capacity based on charge current, charge voltage, battery temperature, battery voltage, and battery current. This networks is designed to represent degradation of the battery in terms of capacity.

The Bayesian network was learned such that, for each of the five tests, there are five possible test outcomes. These are called, $TESTOUTCOME0$, $TESTOUTCOME1$, $TESTOUTCOME2$, $TESTOUTCOME3$, and $TESTOUTCOME4$ as described previously.
Due to this transformation, we performed the experiments in two phases. First swept over the range of transformed values that are valid for each individual test. Second used real battery data from the repository to attempt to predict battery degradation.

Effects of Each Test Variable. To get a good understanding of the effects each variable has on battery capacity, we swept through the range of all valid assignments to each variable. The ranges for each variable are given in Table 15. In each test, the variables that are not being swept over are set to their maximum value, TESTOUTCOME4, with membership value of 1.0. This was chosen because, of the combinations tested, it yielded the greatest differences in the outputs, which made the plots more interesting. Figure 30 shows the results of the sweeps of each individual variable while holding the others constant. While these results do not give a full picture of how the network would behave, in practice they help to give an idea of the effects of the different TESTOUTCOMES. In order to get a full understanding of how the network would behave, we would need to sweep across every variable at the same time, which is not feasible, or easily presentable to the reader.

Table 15: Input ranges for each Battery variable

<table>
<thead>
<tr>
<th>Network Variable</th>
<th>Minimum Value</th>
<th>Maximum Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge Current</td>
<td>-30</td>
<td>10</td>
</tr>
<tr>
<td>Current Measured</td>
<td>-30</td>
<td>15</td>
</tr>
<tr>
<td>Temperature</td>
<td>-500</td>
<td>-150</td>
</tr>
<tr>
<td>Charge Voltage</td>
<td>-10</td>
<td>40</td>
</tr>
<tr>
<td>Voltage Measured</td>
<td>-100</td>
<td>-50</td>
</tr>
</tbody>
</table>
As we sweep across each variable, there are bumps and dips in the membership values in Figure. These changes happen when the fuzzy membership function values are changing between states. These figures are intended to help to illustrate the effect of the membership functions on the final result.

**Battery Degradation.** Next we apply scenarios that correspond to degradation of battery capacity. For each set of measurements, there is a corresponding battery capacity value derived from actual accelerated life testing that is used as a ground truth in our experiments. This capacity is a continuous value with 2.0 as maximum capacity, and as the capacity value decreases, the overall health of the battery decreases as well.

<table>
<thead>
<tr>
<th>Voltage Measured</th>
<th>Measured Current</th>
<th>Temperature</th>
<th>Charge Current</th>
<th>Charge Voltage</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>-16.0314</td>
<td>-2.5361</td>
<td>-42.4211</td>
<td>-47.9836</td>
<td>3.9497</td>
<td>1.8565</td>
</tr>
<tr>
<td>-89.1721</td>
<td>-7.0267</td>
<td>-452.0676</td>
<td>-7.1498</td>
<td>-94.2487</td>
<td>1.8041</td>
</tr>
<tr>
<td>-64.7714</td>
<td>-8.5038</td>
<td>-674.4137</td>
<td>-8.5751</td>
<td>-50.5853</td>
<td>1.7282</td>
</tr>
<tr>
<td>-61.0147</td>
<td>-10.5288</td>
<td>-679.3794</td>
<td>-10.3951</td>
<td>-45.7369</td>
<td>1.351</td>
</tr>
</tbody>
</table>

Our experiments use seven sample data points to represent battery capacity degradation (see Table 16). In order to compare the results from the FBN to the battery capacity truth we need to match their scales. Since we are interested in quantifying
Figure 30: Sweeps of individual variables and the resulting battery capacity membership values

degradation, and we know the maximum capacity value is 2.0, we can normalize the given capacity value to be on the scale of [0, 1]. Figure 31 plots this normalized battery capacity as well as the predicted degradation from the Fuzzy Bayesian Network at
each test point. Notice that not only does the predicted value trend in the same direction as the actual battery capacity, the actual values are very similar to each other. This means that, at least in this circumstance, and model, a Fuzzy Bayesian Network can be used to estimate degradation of components within a system.

Figure 31: FBN predicted vs actual battery capacity
CONCLUSION

Summary

This work provided an indepth study of Fuzzy Bayesian Networks (FBN), and how Fuzzy Bayesian Networks can be applied in the context of diagnostics and prognostics. This work was motivated by the goal of incorporating fuzzy values into a probabilistic framework to model gray scale health with uncertainty. These fuzzy values were results of tests, which instead of returning either a crisp Pass or Fail, could return a fuzzy membership value for Pass and Fail. This information is able to give a diagnostic reasoner more information about the current state of a system to make better diagnoses. The key idea was to allow diagnoses to have soft outcomes, which could be used to represent degradation of a component.

The demonstration that inspired this work used fuzzy fault trees to demonstrate the viability of this idea. We expanded on the fuzzy fault trees by using a fuzzy Bayesian network for use in diagnostics. Fuzzy Bayesian networks are not uncommon in literature; however, what is lacking in FBN literature is a standard method for integrating fuzzy values into a Bayesian network. There are a few different methods for creating a FBN, all of which are used with different purposes and handle fuzzy values differently. Some of these have been presented in Chapter 3. We chose one of the methods around which to base our Fuzzy Bayesian Network.

The methodology we chose was based on work by Christopher Fogelberg [18]. This methodology keeps the actual process of inference within the Bayesian network separate from the fuzzy values, then represents them together in a Fuzzy Probability
Distribution, thus preserving both the probabilities and the fuzzy values separately, but in a combined representation.

When implementing this approach, we made two novel contributions. The first was related to the order of execution. The implemented method of evaluating a FBN requires the inference to be performed in steps, propagating the fuzzy evidence through the network toward the query node. The method in which the fuzzy states were to be propagated through a non-trivial network was left unspecified. Our approach is discussed more in Chapter 4.

The method we chose for evaluating FBNs suffers from an explosion in the size of fuzzy states as evidence is propagated through a network. To combat this combinatorial explosion, at each layer of evaluation we collapse the entire fuzzy probability distribution into a single fuzzy state using Fogelberg’s method of linear collapse [8]. While this method does reduce the overall size of the fuzzy states, it conlates probability and fuzziness which is not necessarily correct.

This brings us to our second contribution, which is how to update the fuzzy evidence over multiple evidence nodes. Nodes within a network can only have one fuzzy state assignment at any given time. However, since evidence is represented as a fuzzy state, it is not clear how to propagate fuzzy evidence across other evidence nodes. A concrete example of this is shown in Chapter 4. To solve this problem, we take a fuzzy union between the fuzzy state being propagated and the fuzzy state set as evidence, then normalize the resulting state.

We implemented our approach to FBN-based diagnosis in C#, and we use the SMILE [24] library to perform the traditional Bayesian inference that is required for this process.

Our implementation was then tested with three different pre-defined, diagnostic networks. One models a doorbell circuit, one models a more complex demonstration
circuit, and the third network models Li-Ion battery capacity based on various parameters of the battery in operation. Each of the first two were run using various scenarios, and the effect of the fuzzy evidence values were demonstrated. The battery network was used to illustrate that the Fuzzy Bayesian Network can be used to model component degradation. With the battery network we calculated the degradation of the battery capacity at various levels of discharge and compared them with known battery capacity at the given points in time.

The results from the battery test show that it is possible to use the Fuzzy Bayesian Network to model component level degradation. The overall objective behind creating the Fuzzy Bayesian Network was to model component degradation similar to the fuzzy fault tree. The Bayesian network can be a more flexible tool for modeling than a fault tree, and this enhancement has been demonstrated. Additionally, the Fuzzy Bayesian Network can use the same fuzzy test outcomes as the fuzzy fault tree, and can output the same soft diagnosis values.

Future Work

Even though this is a more complete and thorough handling of Fuzzy Bayesian Networks than most, there are still places where more work is needed. First, the order in which the propagation occurs does matter. In the future, we would like to explore different methods for determining the execution order. The method used now was chosen because it yielded reasonable values. The current approach, however, may not be the best, or might be incorrect all together.

The second contribution of this work is the use of the fuzzy union to merge the fuzzy states at nodes with evidence. This technique, similar to determining the
execution order, has a large impact on the overall outcome at the query node. We plan to investigate other methods of merging the fuzzy state information and better understand what is happening because of the fuzzy union.

In addition to these areas of investigation, we also plan to perform more trials that represent component degradation. We plan to perform more experiments with the battery data set and network to better understand using a FBN to model degradation within this system. Additionally, we plan to perform similar degradation experiments on other networks and data sets to verify the results are not limited to this data set alone. Running experiments on other datasets may yield unexpected results that would give us greater insight into how the Fuzzy Bayesian Network operates.
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APPENDIX A

MEMBERSHIP FUNCTIONS
(a) V0 AC membership function
(b) V0 DC membership function
(c) VBDC1 membership function
(d) VBDC2 membership function
(e) VBEVCFH membership function
(f) VBEVCFL membership function

Figure 32: Membership functions for ATML network
Figure 33: Membership functions for ATML network (continued)
APPENDIX B

EVALUATION NETWORKS
Doorbell Conditional Probability Tables

<cpt id="SW−C">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities >0.999500000000001 0.0005</probabilities>
</cpt>

<cpt id="pushPush">
  <state id="Pass" />
  <state id="Fail" />
  <parents>SW−C</parents>
  <probabilities >0.999990000000001 1e−005 0.03 0.97</probabilities>
</cpt>

<cpt id="Battery">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities >0.995 0.005</probabilities>
</cpt>

<cpt id="Voltage">
  <state id="Pass" />
  <state id="Fail" />
  <parents>Battery</parents>
  <probabilities >0.999990000000001 1e−005 0.001 0.999</probabilities>
</cpt>

<cpt id="Sol−O"
<state id="Good" />
<state id="Candidate" />
<probabilities>0.9999 0.0001</probabilities>
</cpt>
<cpt id="Clap-O">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities>0.9997 0.0003</probabilities>
</cpt>
<cpt id="Clap-C">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities>0.9996 0.0004</probabilities>
</cpt>
<cpt id="Stim">
  <state id="Pass" />
  <state id="Fail" />
  <parents>Sol−O Clap−O Clap−C</parents>
  <probabilities>0.9999900000000001 1e−005 0.01 0.99
    0.0089999999999999 0.991 0.005 0.995 0.011 0.989 0.004
    0.996 0.003 0.997 0.001 0.999</probabilities>
</cpt>
<cpt id="SW-O">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities>0.9993 0.0007</probabilities>
</cpt>
<cpt id="Push">
  <state id="Pass" />
  <state id="Fail" />
  <parents>Voltage Stim SW-O</parents>
  <probabilities>0.9999900000000001 1e−005 0.01 0.99
               0.0089999999999999 0.991 0.005 0.995 0.008 0.992 0.004
               0.996 0.003 0.997 0.001 0.999</probabilities>
</cpt>

<cpt id="Bridge">
  <state id="Pass" />
  <state id="Fail" />
  <parents>Voltage Stim Battery</parents>
  <probabilities>0.9999900000000001 1e−005 0.01 0.99
               0.0089999999999999 0.991 0.005 0.995 0.008 0.992 0.004
               0.996 0.003 0.997 0.001 0.999</probabilities>
</cpt>

**ATML Conditional Probability Tables**

<cpt id="C3_Short">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities>0.9895833333 0.0104166667</probabilities>
</cpt>

<cpt id="C2_Open">
  <state id="Good" />
  <state id="Candidate" />
<probabilities>0.9895833333 0.0104166667</probabilities>
</cpt>
<cpt id="C1_Open">
    <state id="Good" />
    <state id="Candidate" />
    <probabilities>0.8229166667 0.1770833333</probabilities>
</cpt>
<cpt id="VCCGND">
    <state id="Good" />
    <state id="Candidate" />
    <parents>C3_Short</parents>
    <probabilities>1 0 0 1</probabilities>
</cpt>
<cpt id="V0DC">
    <state id="Pass" />
    <state id="Fail" />
    <parents>C2_Open</parents>
    <probabilities>1 0 0.5 0.5</probabilities>
</cpt>
<cpt id="VCAC">
    <state id="Pass" />
    <state id="Fail" />
    <parents>C2_Open  C1_Open</parents>
    <probabilities>1 0 0.1666666666 0.8333333333999999 0.5 0.5
           0.0833333333335  0.91666666666665</probabilities>
</cpt>
<cpt id="R1_Open">
<state id="Pass" />
<state id="Fail" />
<probabilities>0.8229166667 0.1770833333</probabilities>
</cpt>
<cpt id="R2_Open">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities>0.90625 0.09375</probabilities>
</cpt>
<cpt id="R3_Open">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities>0.90625 0.09375</probabilities>
</cpt>
<cpt id="R4_Open">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities>0.90625 0.09375</probabilities>
</cpt>
<cpt id="Q1_C_Open">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities>0.91 0.08999999999999997</probabilities>
</cpt>
<cpt id="Q1_C_Short">
  <state id="Good" />
  <state id="Candidate" />
<probabilities>0.98 0.0200000000000002</probabilities>
</cpt>
<cpt id="Q1_B_Open">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities>0.99 0.01000000000000001</probabilities>
</cpt>
<cpt id="Q1_E_Open">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities>0.98 0.0200000000000002</probabilities>
</cpt>
<cpt id="Q1_BE_Short">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities>0.69 0.31</probabilities>
</cpt>
<cpt id="Q1_BC_Short">
  <state id="Good" />
  <state id="Candidate" />
  <probabilities>0.991 0.0090000000000008</probabilities>
</cpt>
<cpt id="Q1_1">
  <state id="State0" />
  <state id="State1" />
  <parents>Q1_C_Open Q1_C_Short Q1_B_Open Q1_E_Open Q1_BE_Short Q1_BC_Short</parents>
<probabilities>0.90 0.9999999999999998 0.09 0.91 0.92 0.08
0.07000000000000001 0.93000000000000001 0.9 0.1 0.09 0.91
0.92 0.08 0.29 0.71 0.94 0.06 0.02 0.98 0.28 0.72 0.94 0.06
0.89 0.11 0.08 0.92 0.93000000000000001 0.07000000000000001
0.38 0.62 0.68000000000000001 0.32 0.41 0.59 0.98 0.02 0.46
0.54 0.95 0.05 0.05 0.95 0.89 0.11 0.04 0.96 0.94 0.06
0.07000000000000001 0.93000000000000001 0.91 0.09 0.06 0.94
0.91 0.09 0.06 0.94 0.91 0.09 0.15 0.85 0.95 0.05 0.09 0.91
0.91 0.09 0.07000000000000001 0.93000000000000001
0.93000000000000001 0.07000000000000001 0.08 0.92 0.88 0.12
0.07000000000000001 0.93000000000000001 0.91 0.09 0.09 0.91
0.85 0.15 0.45 0.55 0.89 0.11 0.02 0.98 0.9 0.1 0.08 0.92
0.93000000000000001 0.07000000000000001 0.08 0.92 0.91 0.09
0.07000000000000001 0.93000000000000001 0.94 0.06 0.05 0.95
0.86 0.14 0.05 0.95 0.91 0.09 0.11 0.89 0.86 0.14 0.11 0.89
0.86 0.14 0.05 0.95 0.9 0.1 0.07000000000000001
0.93000000000000001</probabilities>
</cpt>
<cpt id="V0AC">
  <state id="Pass" />
  <state id="Fail" />
  <parents>C1_Open R1_Open Q1_1 R4_Open R3_Open R2_Open</parents>
  <probabilities>1 0 0.04 0.96 0.94 0.06 0.05 0.95 0.95 0.05 0.06
0.94 0.94 0.06 0.06 0.94 0.1428571428 0.8571428571999999
0.05714285712 0.94285714288 0.05714285712 0.94285714288
0.02285714285 0.97714285715 0.05357142855 0.94642857145
0.02142857142 0.97857142858 0.02142857142 0.97857142858</probabilities>
0.008571428568 0.991428571432 0.2666666667
0.73333333333300001 0.1066666667 0.8933333333 0.1066666667
0.8933333333 0.04266666668 0.9573333333 0.1 0.9 0.04 0.96
0.04 0.96 0.016 0.984 0.03809523808 0.96190476192
0.01523809523 0.98476190477 0.01523809523 0.98476190477
0.006095238092 0.993904761908 0.01428571428 0.98571428572
0.005714285712 0.9942857142879999 0.005714285712
0.9942857142879999 0.002285714285 0.997714285715
0.1666666667 0.8333333333 0.0666666668 0.93333333332
0.0666666668 0.9333333332 0.02666666667 0.973333333300001
0.06250000001 0.93749999999 0.025 0.975 0.025 0.975 0.01
0.99 0.0238095238 0.9761904762 0.009523809520000001
0.99047619048 0.009523809520000001 0.99047619048
0.003809523808 0.996190476192 0.008928571425 0.991071428575
0.00357142857 0.99642857143 0.00357142857 0.99642857143
0.001428571428 0.998571428572 0.04444444446
0.9555555555400001 0.01777777778 0.98222222222 0.01777777778
0.98222222222 0.007111111112 0.99288888888 0.01666666667
0.983333333333 0.006666666668 0.99333333332 0.006666666668
0.993333333332 0.002666666667 0.997333333333 0.006349206349
0.993650793651 0.00253968254 0.99746031746 0.00253968254
0.99746031746 0.001015873016 0.998984126984 0.002380952381
0.997619047619 0.0009523809524 0.9990476190476
0.0009523809524 0.9990476190476 0.000380952381
0.999619047619</probabilities>
</cpt>
<cpt id='VBDC2'>
<state id="Pass" />
<state id="Fail" />
<parents>R2_Open R3_Open</parents>
<probabilities>1 0 0.4 0.6 0.4 0.6 0.16 0.84</probabilities>
</cpt>
<cpt id="VCDC">
<state id="Pass" />
<state id="Fail" />
<parents>R1_Open Q1_1 R4_Open R3_Open R2_Open</parents>
<probabilities>1 0 0.4 0.6 0.79 0.21 0.16 0.84 0.8 0.2 0.15
0.85 0.8100000000000001 0.19 0.06 0.94 0.82 0.18
0.05714285712 0.94285714288 0.85 0.15 0.02285714285
0.97714285715 0.6800000000000001 0.32 0.02142857142
0.97857142858 0.92 0.08 0.008571428568 0.991428571432 0.91
0.09 0.10666666667 0.89333333330.1066666667 0.8933333333
0.04266666668 0.95733333332 0.1 0.9 0.4 0.6 0.4 0.6 0.016
0.984 0.03809523808 0.96190476192 0.01523809523
0.98476190477 0.01523809523 0.98476190477 0.006095238092
0.993904761908 0.01428571428 0.98571428572 0.005714285712
0.9942857142879999 0.005714285712 0.9942857142879999
0.002285714285 0.997714285715</probabilities>
</cpt>
<cpt id="Q1_2">
<state id="State0" />
<state id="State1" />
<parents>Q1_C_Open</parents>
<probabilities>1 0 0.01 0.99</probabilities>
</cpt>
</cpt>

<cpt id="VBDC1">
  <state id="Pass" />
  <state id="Fail" />
  <parents>R1_Open Q1_2</parents>
  <probabilities>0.95 0.05 0.0000000000000004 0.3 0.7 0.96 0.04 0.2 0.8</probabilities>
</cpt>

<cpt id="Q1_3">
  <state id="State0" />
  <state id="State1" />
  <parents>Q1_C_Open Q1_B_Open Q1_E_Open Q1_BE_Short</parents>
  <probabilities>0.9 0.1 0.9 0.99 0.01 0.11 0.89 0.96 0.04 0.04 0.96 0.9300000000000001 0.0700000000000001 0.04 0.96 0.95 0.05 0.01 0.99 0.9300000000000001 0.0700000000000001 0.05 0.95 0.95 0.05 0.05 0.95 0.92 0.08 0.0700000000000001 0.9300000000000001</probabilities>
</cpt>

<cpt id="VEDC1">
  <state id="Pass" />
  <state id="Fail" />
  <parents>R1_Open R4_Open Q1_3</parents>
  <probabilities>0.91 0.09 0.03 0.97 0.87 0.13 0.375 0.625 0.94 0.06 0.2666666667 0.7333333333333333 0.84 0.16 0.1 0.9</probabilities>
</cpt>

</cpt>

<cpt id="Q1_4"
<probabilities>0.89 0.11 0.08 0.92 0.88 0.12 0.08 0.92 0.80 0.20 0.06 0.94 0.6 0.4 0.07 0.12 0.07 0.93 0.06 0.94 0.02 0.4 0.07 0.93</probabilities>

Li-Ion Battery Conditional Probability Tables

<cpt id="Capacity">
    <state id="Good" />
    <state id="Candidate" />
    <probabilities>0.38282305899229 0.617176941007711</probabilities>
</cpt>

<cpt id="Voltage_Measured">
    <state id="TESTOUTCOME0" />
    <state id="TESTOUTCOME1" />
    <state id="TESTOUTCOME2" />
    <state id="TESTOUTCOME3" />
    <state id="TESTOUTCOME4" />
    <parents>Capacity</parents>
    <probabilities>0.0126227208976157 0.127629735203366
        0.0182328190743338 0.09350163627863488 0.748013090229079
        0.03221125943122461 0.04962275101567034 0.04004643064422519
        0.07254788160185723 0.8055716773070226</probabilities>
</cpt>

<cpt id="Temperature">
    <state id="TESTOUTCOME0" />
</cpt>
<cpt id="Charg e_Current"> 

<state id="TESTOUTCOME0" /> 

<state id="TESTOUTCOME1" /> 

<state id="TESTOUTCOME2" /> 

<state id="TESTOUTCOME3" /> 

<state id="TESTOUTCOME4" /> 

<parents>Voltage_Measured Capacity</parents> 

<probabilities> 

0.8709677419354839 0.03225806451612903 0.03225806451612903 0.03225806451612903 0.03225806451612903 0.1130434782608696 0.82206152773913044 0.7256317689530686 0.003610103249098 0.08303249097472924 0.1588447653429603 0.02888086642599278 0.12 0.005714285714285714 0.08 0.5771428571428572 0.2171428571428571 0.65116279069530686 0.02325581395348837 0.02325581395348837 0.02325581395348837 0.279069767418605 0.4295774647887324 0.007042253521126761 0.007042253521126761 0.01408450704225352 0.5422535211267606 0.9264705882352942 0.004901960784313725 0.004901960784313725 0.004901960784313725 0.5882352941176471 0.2362204724409449 0.003937007874015748 0.003937007874015748 0.003937007874015748 0.003937007874015748 0.7519685039370079 0.2593516209476309 0.001870324189526185 0.08977556109725686 0.3229426433915212 0.3260598503740648 0.003597122302158274 0.002877697841726619 0.0007194244604316547 0.01546762589928058 0.9773381294964029</probabilities> 

</cpt>
<state id="TESTOUTCOME2" />
<state id="TESTOUTCOME3" />
<state id="TESTOUTCOME4" />
<pARENTS>Voltage_Measured Capacity Temperature</PARENTS>
<PROBABILITIES>
  0.03225806451612903 0.8387096774193548
  0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
  0.2 0.2 0.2 0.2 0.05882352941176471 0.5882352941176471
  0.05882352941176471 0.05882352941176471 0.2352941176470588
  0.009803921568627451 0.0196078431372549 0.009803921568627451
  0.009803921568627451 0.9509803921568627 0.1666666666666667
  0.1666666666666667 0.1666666666666667 0.1666666666666667
  0.3333333333333333 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
  0.01463414634146341 0.9560975609756097 0.004878048780487805
  0.004878048780487805 0.01951219512195122 0.2 0.2 0.2 0.2 0.2
  0.03703703703703704 0.8518518518518519 0.03703703703703704
  0.03703703703703704 0.03703703703703704 0.02083333333333333
  0.9166666666666666 0.02083333333333333 0.02083333333333333
  0.02083333333333333 0.0833333333333333 0.6666666666666666
  0.0833333333333333 0.0833333333333333 0.0833333333333333
  0.84 0.04 0.04 0.04 0.04 0.2 0.2 0.2 0.2 0.2
  0.0555555555555555 0.7777777777777777 0.0555555555555555
  0.0555555555555555 0.0555555555555555 0.009523809523809525
  0.8380952380952382 0.0761904761904762 0.0380952380952381
  0.0380952380952381 0.02380952380952381 0.5238095238095237
  0.09523809523809523 0.07142857142857143 0.2857142857142857
  0.03125 0.875 0.03125 0.03125 0.03125 0.2 0.2 0.2 0.2 0.2
<table>
<thead>
<tr>
<th>Charge Current</th>
<th>Voltage</th>
<th>Measured Capacity</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Probabilities:

- TESTOUTCOME0: 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2
- TESTOUTCOME1: 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2
- TESTOUTCOME2: 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2
- TESTOUTCOME3: 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2
- TESTOUTCOME4: 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2
0.1428571428571429 0.4285714285714286 0.1428571428571429
0.02941176470588235 0.02941176470588235
0.02941176470588235 0.8823529411764706 0.02941176470588235
0.1481481481481481 0.7962962962962963 0.02160493827160494
0.0308641975308642 0.00308641975308642 0.2 0.2 0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.5 0.125 0.125 0.125 0.125 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
0.9387755102040816 0.03061224489795918 0.01020408163265306
0.01020408163265306 0.01020408163265306 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2 0.2
0.3333333333333333 0.1666666666666667 0.1666666666666667
0.1666666666666667 0.1666666666666667 0.6923076923076923
0.07692307692307693 0.07692307692307693
0.07692307692307693 0.07692307692307693 0.6666666666666666
0.1904761904761905 0.04761904761904762
0.04761904761904762 0.04761904761904762
0.0666666666666667 0.0666666666666667
0.0666666666666667 0.7333333333333333 0.0666666666666667
0.3333333333333333 0.1666666666666667 0.1666666666666667
0.1666666666666667 0.1666666666666667 0.5 0.125 0.125
0.125 0.125 0.5 0.125 0.125 0.125 0.125 0.875 0.03125
0.03125 0.03125 0.03125 0.2 0.2 0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
0.4285714285714286 0.1428571428571429 0.1428571428571429
0.1428571428571429 0.1428571428571429 0.3333333333333333
0.1666666666666667 0.1666666666666667 0.1666666666666667
0.1666666666666667 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2 0.2 0.8095238095238095
0.04761904761904762 0.04761904761904762
0.04761904761904762 0.04761904761904762 0.9804878048780488
0.004878048780487805 0.004878048780487805
0.004878048780487805 0.004878048780487805 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
0.5555555555555556 0.1111111111111111 0.1111111111111111
0.1111111111111111 0.1111111111111111 0.9652173913043478
0.008695652173913044 0.008695652173913044
0.008695652173913044
0.008695652173913044 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
0.2 0.2 0.2 0.2 0.2 0.2 0.7647058823529411
0.05882352941176471 0.05882352941176471
0.05882352941176471 0.05882352941176471
0.6666666666666666 0.0833333333333333
0.0833333333333333 0.0833333333333333
0.0833333333333333 0.2 0.2 0.2 0.2 0.2
0.02127659574468085 0.02127659574468085
0.8936170212765957 0.0425531914893617 0.02127659574468085
0.01449275362318841 0.01449275362318841
0.4347826086956522 0.5217391304347826 0.01449275362318841
0.6238532110091744 0.1651376146788991
0.01834862385321101 0.1284403669724771
0.06422018348623854 0.07058823529411765
0.01176470588235294 0.01176470588235294
0.01176470588235294 0.8941176470588235 0.2 0.2 0.2 0.2
0.2 0.002450980392156863 0.002450980392156863
0.9877450980392156 0.004901960784313725
0.002450980392156863 0.01818181818181818
0.01818181818181818 0.9877450980392156 0.004901960784313725
0.05454545454545454 0.01818181818181818
0.9481765834932822 0.03646833013435701
0.007677543186180422 0.003838771593090211
0.003838771593090211 0.5014766686355582
0.02953337271116362 0.03248670998227998
0.009450679267572357 0.4270525694034258</probabilities>
</cpt>