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Current standard water vapor measurement techniques lack the required temporal and spatial resolution needed to further our understanding of the role of water vapor in the Earth’s atmosphere. This thesis reports on the continued efforts to bring a cost-effective, autonomous, eye-safe, ground based, micro-pulse differential absorption lidar for the continuous measurement of water vapor into fruition. More specifically, the receiver for this instrument needs a dynamic range of measurement spanning from as close to the Earth’s surface as possible, up through the troposphere. Previous reports on this system provide accurate backscatter measurement down to 2 km above the surface. A newly designed receiver has been modeled with the help of Zemax optical design software. It implements a 10% pickoff of the total received light into a second detection channel with a wider field of view. This channel utilizes a free space avalanche photodiode (APD) and has a full angle field of view of ~1 mrad. This channel (the near field) provides accurate backscatter measurement between 600 meters and 5 km in theory. The 90% channel utilizes a fiber coupled APD with a full angle field of view of ~200 μrad. This channel (the far field) has been shown to provide accurate backscatter measurements between 2 km and 12 km. While the near field channel has shown improvement to the overall system, the measured results appear to be accurate down to ~1 km. The results show continuous and autonomous operation with water vapor measurements in close agreement from both detection channels. Further comparisons with radio-sondes provide validation of the water vapor DIAL data product.
INTRODUCTION

The Earth’s Atmosphere and Atmospheric Water Vapor

The Earth’s atmosphere is defined by four main layers starting from the surface of the earth and ending at the vacuum of space. These layers from the ground up are the troposphere, stratosphere, mesosphere, and the thermosphere or ionosphere. These are bounded by the earth’s surface, the tropopause, the stratopause, the mesopause, and the exosphere (edge of space where any residing molecules no longer behave as a gas) respectively. An illustration of these four main layers alongside their approximate height, atmospheric pressure, and temperature is shown in figure 1.1.

Figure 1.1: The primary layers of the Earth’s atmosphere. [1]
Water vapor is important in many key atmospheric processes associated with both weather and climate such as i) the main component of clouds and rain, ii) a means of transporting energy via latent heat and iii) a regulator of temperatures via the greenhouse effect. The great variety of sources (evaporation) and sinks (condensation) causes it to vary widely in space and time. Approximately half of the atmospheric water vapor is below 2 km. These atmospheric processes involving water vapor are the most difficult to model. But all global circulation models (GCMs) must take into account the spatial and temporal variation of water vapor to properly account for it. Having long-term, high-resolution, vertical profiles of water vapor will help to monitor the water vapor structure and variability and its associated impact on weather and climate.

Water Vapor Measurement Techniques

Ground based measurements of water vapor, along with other important thermodynamic variables including temperature and pressure, are currently conducted using radiosonde measurements, which together with satellite based instruments, form the backbone of the observations used for weather forecasting. Radiosonde measurements are typically available twice each day from widely distributed spatial locations allowing weather forecasting of large scale features. However, because of the limited spatial and temporal observations, weather forecasting of high impact mesoscale events such as thunderstorms is limited [2]. Improved understanding of the water vapor structure and variability at the mesoscale will require observations from more densely spaced ground based sites that provide continuous time data and capture the vertical structure of the
lower atmosphere. A recent report by the National Research Council [3] lists high-resolution vertical profiles of humidity in the lower troposphere and planetary boundary layer height as two of the four highest priority observations that need to be addressed for improved mesoscale weather forecasting.

Improved measurements of water vapor are a long-standing observational challenge to the meteorological and climate research and forecasting community. Space-based satellite platforms housing passive sensors such as the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) [4], the Atmospheric Infrared Sounder (AIRS) [5], and the Halogen Occultation Experiment (HALOE) [6] have shown great utility for global coverage of water vapor fluxes but are limited to the upper troposphere and lower stratosphere region due to accessibility to various atmospheric windows. These sensors also suffer from coarse vertical resolution of 1-6 km, and only provide limited temporal data at any one site based on the satellite orbit. The Atmospheric Emitted Radiance Interferometer (AERI) [7] is a passive ground based instrument that utilizes emitted radiance from the atmosphere to measure temperature and water vapor profiles. The AERI instrument relies on blackbody calibration and requires an initial guess at a temperature and water vapor profile. An iterative recursive physical solution to the radiative transfer equation is then conducted to yield a final temperature and water vapor profile. The microwave radiometer (MWR) [8, 9] is a second ground based instrument that utilizes radiance measurements with a statistical retrieval algorithm that uses monthly derived and location dependent linear regression coefficients. The MWR instrument requires calibration and has range dependent vertical resolution greater than
500 m for altitudes beyond 1 km [8, 9]. Although providing thermodynamic profiling of
the atmosphere, including water vapor and temperature profiles, these two passive
instruments require precise and difficult calibration methods including the use of
cryogenics. The quality of these measurements rely heavily on the accuracy of the
calibrations as well as the stability of the rigorous mathematical regressions and
weighting functions used in the inversions.

Active remote sensing instruments such as lidar have become an attractive
alternative to passive sensors for monitoring atmospheric gases and aerosols with high
spatial and temporal resolution. The two main types of lidar used for profiling
atmospheric water vapor include Raman lidar [10, 11, 12] and differential absorption
lidar (DIAL) [13-25]. The Raman lidar technique uses the characteristic Raman shift in
wavelength to measure range resolved profiles of gases including water vapor. Raman
lidar instruments typically require a high power laser transmitter to compensate for the
relatively small Raman scattering cross section and also require precise calibration using
radiosonde or in situ measurements to maintain accurate water vapor profiles.
Alternatively, the DIAL technique utilizes the elastic backscatter return signals from two
different transmitted wavelengths to retrieve water vapor profiles, one associated with the
center or side of an absorption feature and the other absent of any absorption features.
Water vapor profiles are then retrieved using the ratio of the backscattered returns from
the two closely spaced transmitted wavelengths. This method removes the instrument and
atmospheric dependent calibration constants from the lidar equation and allows the
retrieval of water vapor profiles using a straightforward equation and the differential
absorption cross section for water vapor, which can be measured in the laboratory under different temperature and pressure conditions, and have been tabulated in the HITRAN database [26].

Various research groups around the world have developed and deployed DIAL instruments for a wide range of measurements in various geographic locations. Airborne water vapor DIAL instruments (LASE [13], LEANDRE II [25], WALES [19]) have been developed and deployed at several field campaigns. Ground based scanning water vapor DIAL instruments have also been deployed at field campaigns such as the International H2O Project (IHOP) [27] and the Convection and Orographically-induced Precipitation Study (COPS) [28]. These research grade DIAL instruments demonstrate the utility of water vapor profiling using active sensors, but because of their high cost, large footprint, extensive user interaction, and maintenance levels they do not lend themselves to deployment in a network -- such as would be required for mesoscale weather observations and forecasting.

In recent years, work has begun on developing smaller, automated, water vapor lidar instruments. Numerical studies of diode-laser-based transmitters and photon counting avalanche photodiode based receivers have been performed [29, 30], but few systems have been built. Rall et al. [14] demonstrated initial results from a DIAL instrument using a psuedonoise code modulated diode laser near 810 nm. Machol et al. (CODI) [20] reported initial water vapor DIAL measurements using a laser transmitter based on a distributed feedback (DFB) laser diode used to injection seed a flared amplifier. Comparisons between CODI’s DIAL retrievals and radiosonde measurements
showed moderate agreement up to a height of 2.5 km above ground level. Machol et al. [20] noted that new laser transmitter designs are needed for better spectral coverage and larger tuning ranges, calling for a new laser with a tuning range to access a larger selection of water vapor lines and allow for operations in various geographic locations.

Recently, researchers at Montana State University (MSU) demonstrated a micro-pulse DIAL instrument using semiconductor based technology for water vapor and aerosol profiling in the lower troposphere [21-24]. They utilized advances in commercially available tapered semiconductor optical amplifiers (TSOA’s) to produce a widely tunable laser transmitter capable of accessing many water vapor absorption lines in the 830 nm band. The instrument was constructed primarily from commercial off-the-shelf (COTS) components and was the first diode-laser based DIAL to demonstrate both day and night profiling capabilities of water vapor. The laboratory performance, coupled with a low-cost and compact design, suggests the instrument has potential to fill the need described by the National Research Council [3] for high-resolution vertical profiles of water vapor in the lower troposphere and boundary layer height monitoring needed for the next generation mesoscale weather observation network.

The work presented in this thesis describes the fourth generation water vapor DIAL instrument designed and built in the Applied Optics and Remote Sensing (AORS) laboratory at MSU. The major improvements to the instrument include the incorporation of a near field and far field channel in the receiver. The use of two detection channels is important in order to achieve full overlap of the receiver from as close to the ground as possible through the troposphere, where overlap refers to the percentage of the light
captured by the telescope that is then focused onto the detector. Full overlap simply implies the case where 100% of the light reflecting from a specific altitude is observed by the detector. The near field channel utilizes a free space avalanche photodiode (APD) that provides a wide field of view allowing full instrument overlap to occur starting at 1 km. The far field channel utilizes a fiber coupled APD with a narrow field of view that comes into full overlap at approximately 2 km. The necessity of this narrow field of view for the far field channel lies with its ability to reject enough background noise to make accurate measurements through the upper troposphere where very low return signal is achieved. This two channel receiver allows water vapor and aerosol profiles to be obtained between 500 m and 4 km during daytime operations and 500 m and 6 km during nighttime operations.

**Thesis Organization**

This thesis is organized as follows. Chapter 2 describes the theory used in the calculations required to process the raw information collected by the DIAL instrument as well as some of the theory behind the choice in water vapor absorption feature. A description of the water vapor DIAL instrument and the theoretical modeling of the changes made to the receiver is contained in chapter 3. Chapter 4 presents the experimental results that were observed upon completion of the newly designed receiver. A summarization, some concluding remarks and the future work for the DIAL system are found in chapter 5.
Lidar, Light Detection and Ranging, is a remote sensing technique used to gather information about materials found in the atmosphere such as the microphysical structure, amount, or spectroscopic features of atmospheric particles or molecules. This is achieved by transmitting short, coherent, collimated light pulses into the atmosphere. The pulses of light can be absorbed or scattered by aerosols, particulates, and molecules that are found in the flight path. A small fraction of the scattered light is backscattered (scattered 180 degrees off the scatter material) into a receiver telescope, which sends the light to be filtered around the wavelength of interest, adjusted for the purpose of the measurement if needed, and detected with a photo-multiplier tube (PMT), or an avalanche photo diode (APD). A data acquisition (DAQ) card digitizes the detected light, while separating the data into range-specific bins. These range bins are filled with data one at a time since the time of detection is proportional to the distance traveled by each detected photon.

The purpose of a differential absorption lidar (DIAL) is to measure the range-resolved number density of a molecule of interest. The received power of a lidar system is described with the lidar equation, which can be used to derive the DIAL equation. There are two assumptions made when considering the general lidar equation. The first assumption is that scattering events are independent. This means that particles and molecules found in the atmosphere move around in a random fashion with enough space in between scatterers that any phase relation will be lost in the return signal. The second
assumption is that any detected photon was only scattered once during its entire time of
flight, which is a reasonable assumption due to the already low probability of back
reflection occurring. This is an important assumption necessary for resolving the range
from which that photon was scattered.

Derivation of DIAL Equation

The general lidar equation is shown by equation 2.1 and is the starting point in the
derivation of the DIAL equation. The received power, $P_R(\lambda, r)$ [W], at wavelength $\lambda$ and
from a distance $r$, is calculated with the lidar equation [31]

$$P_R(\lambda, r) = P_T(\lambda_T) \times \Delta R \times \beta(\lambda, \lambda_T, r, \theta) \times \frac{A}{r^2} \times T_T(\lambda_T, r) \times T_R(\lambda, r) \times \eta(\lambda) \times O(r) + P_B \quad (2.1)$$

where $P_T(\lambda_T)$ [W] is the power out of the transmitter at the transmitted wavelength $\lambda_T$.
$\Delta R$ [m] is the range bin as set by the laser pulse duration $\tau$ [s] and the speed of light $c = 2.998 \times 10^8$ [m/s] using the equation, $\Delta R = \tau c / 2$. $\beta(\lambda, \lambda_T, r, \theta)$ [m$^{-1}$sr$^{-1}$] is a volume scatter coefficient at a distance $r$ for an angle $\theta$ between the direction of laser
propagation and the telescope center axis. This is dependent on both the transmitted
wavelength $\lambda_T$, and the received wavelength $\lambda$, which can change during processes such
as Raman scattering. The type of scatter and probability of occurrence over the
illuminated volume bounded by $\Delta R$ is accounted for by this value. $A$ [m$^2$] is the surface
area of the receiver telescope. It can be shown that this area divided by the square of the
distance will provide the solid angle [sr] formed from the scatter site to the telescope.
$T_T(\lambda_T, r)$ [unitless] and $T_R(\lambda, r)$ [unitless] are the transmissions over distance $r$ for the outgoing transmitted light and the incoming return light respectively. $\eta(\lambda)$ [unitless] is the overall optical efficiency of the receiver. This encompasses the transmission for each element within the receiver, as well as the detector efficiency. $O(r)$ [unitless] is the geometric overlap factor for the receiver. $P_B$ [W] is the background power produced by the detector which provides the power seen due to solar background noise and detector noise.

Two more assumptions can be made to help simplify the general lidar equation for our purposes. By assuming a co-linear configuration, the angle dependence can be dropped making note that $\theta=180^\circ$ for the backscatter coefficient. Since differential absorption lidar doesn’t rely on a frequency shift during the scattering process, elastic scattering can be assumed or $\lambda = \lambda_T$. Equation 2.1 can then be simplified to the Equation 2.2.

$$P_R(\lambda, z) = P_T(\lambda) \Delta R \beta(\lambda, z) \frac{A}{z^2} T(\lambda, z)^2 \eta(\lambda) O(z) + P_B \quad (2.2)$$

Since typical returns are on the order of individual photons for micro-pulse instruments such as described in this thesis, another useful form for this equation is in terms of photon counts ($N_R$, $N_T$ and $N_B$). These variables can be directly exchanged with the power variables ($P_R$, $P_T$, and $P_B$). Since the transmitted power is typically observed in Watts, $N_T$ can be written in terms of power using the equation $N_T = P_T(\lambda) \lambda \tau/(hc)$ [number of photons] where $h = 6.626 \times 10^{-34}$ [J·s] is Plank’s constant.
The atmospheric transmission factor \((T^2)\) can be expressed using the Beer Lambert relationship as shown by equation 2.3. [31]

\[
T(\lambda, z)^2 = \exp \left( -2 \int_0^z \alpha(\lambda, z') \, dz' \right) = \\
\exp \left( -2 \int_0^z \kappa(\lambda, z') \, dz' \right) \exp \left( -2 \int_0^z \sigma(\lambda, z') N(z') \, dz' \right)
\] (2.3)

The total atmospheric extinction coefficient, \(\alpha(\lambda, z') \,[\text{m}^{-1}]\), can be expanded as the sum of the atmospheric extinction factor due to scattering, \(\kappa(\lambda, z') \,[\text{m}^{-1}]\), and the atmospheric extinction factor due to absorption, \(\sigma(\lambda, z') N(z') \,[\text{m}^{-1}]\). The sum of these terms can then be separated into two exponential terms which is also shown in equation 2.3. \(\sigma(\lambda, z') \,[\text{m}^2]\) is the absorption cross section associated with the molecule of interest, and \(N(z') \,[\text{m}^{-3}]\) is the number density in molecules per unit volume. The retrieval of the number density is the goal of the DIAL instrument.

For any DIAL instrument, an appropriate absorption feature must be chosen. This instrument is a continuation of the system already developed at Montana State University. [24] The water vapor absorption feature was chosen in the 830 nm spectral region due to the existence of commercially available TSOAs and laser diodes at that wavelength. This wavelength also provides a target range covering the entire troposphere. Line strength and temperature dependence were also considered when choosing the feature at 828.187nm. [24]
The water vapor absorption line chosen to make the differential measurement has a center wavelength of 828.187nm (vacuum), a line-strength of $1.64 \times 10^{-23} \text{ cm}^{-1}/(\text{molecule cm}^2)$, a full width at half maximum (FWHM) pressure broadened linewidth at sea level of 0.1896 cm$^{-1}$ (2.1pm, 0.9 GHz), a linewidth temperature dependence of 0.74 and a ground state transitional energy of 212.1564 cm$^{-1}$. [24, 26, 32]

The DIAL technique utilizes two laser sources which are closely spaced in wavelength. One laser is tuned on the absorption feature of a molecule of interest (online). The other laser (offline) is far removed from the absorption feature so that the loss in signal due to molecular absorption is much less than that seen by the online laser. Using these two laser wavelengths, the number density of the molecule of interest can be retrieved from the backscatter measurements of the two laser wavelengths.

Two assumptions can be made to calculate the molecular number density. First, it must be assumed that the scatter profile seen at the online wavelength is equivalent to the profile seen at the offline wavelength. This means the samples taken from each laser were taken from the same volume of molecules. This is a reasonable approximation if we alternate the transmission between lasers at a quick enough rate. The second assumption that can be made is that the two lasers are still close enough in wavelength that the optical setup and scattering due to aerosols and other molecules is the same for each, leaving only the absorption due to the molecule of interest as the reason for change between the two signals. This can be a reasonable assumption given an appropriate absorption cross section. Under this assumption, the terms shown in equations 2.4a)-c) can be simplified as shown.
\[
\beta(\lambda_{on}, z) = \beta(\lambda_{off}, z) = \beta(z) \tag{2.4a}
\]
\[
\eta(\lambda_{on})O(z) = \eta(\lambda_{off})O(z) = \eta O(z) \tag{2.4b}
\]
\[
\kappa(\lambda_{on}, z) = \kappa(\lambda_{off}, z) = \kappa(z) \tag{2.4c}
\]

With the end goal of solving for the number density in mind, equation 2.2 can be used to compare the return power over a range bin of size \(\Delta z\). The background noise can be subtracted off during lidar operation by taking measurements beyond the range at which all return signal is lost due to extinction. These measurements will directly show the noise floor which is approximately equal across all range bins. With the background noise subtracted off, a ratio of the observed power at location \(z\) and \(z + \Delta z\) can be made as shown in equation 2.5. This can be simplified to equation 2.6 by substituting in equation 2.3.

\[
\frac{P_R(\lambda, z)}{P_R(\lambda, z + \Delta z)} = \frac{P_T(\lambda) * \Delta R * \beta(\lambda, z) * \frac{A}{z^2} * T(\lambda, z)^2 * \eta(\lambda) O(z)}{P_T(\lambda) * \Delta R * \beta(\lambda, z + \Delta z) * \frac{A}{z^2} * T(\lambda, z + \Delta z)^2 * \eta(\lambda) O(z + \Delta z)} \tag{2.5}
\]

\[
\frac{P_R(\lambda, z)}{P_R(\lambda, z + \Delta z)} = \frac{\beta(\lambda, z)O(z) \exp(-2 \int_{0}^{z} \kappa(\lambda, z') dz') \exp(-2 \int_{0}^{z} \sigma(\lambda, z') N(z') dz')}{\beta(\lambda, z + \Delta z)O(z + \Delta z) \exp(-2 \int_{0}^{z+\Delta z} \kappa(\lambda, z') dz') \exp(-2 \int_{0}^{z+\Delta z} \sigma(\lambda, z') N(z') dz')} \tag{2.6}
\]

The exponentials can be combined by noting that only the bounds on the integrals will be changed, resulting in equation 2.7.
\[
\frac{\beta(\lambda, z) O(z)}{\beta(\lambda, z + \Delta z) O(z + \Delta z)} \ast \exp \left( 2 \int_{z}^{z + \Delta z} \kappa(\lambda, z') dz' \right) \exp \left( 2 \int_{z}^{z + \Delta z} \sigma(\lambda, z') N(z') dz' \right)
\]

Equation 2.7 can be used to take a ratio between the online and offline wavelengths over the same range bin as shown in equation 2.8. On this step it is noted that many terms cancel due to the assumptions made from equations 2.4a-c.

\[
\frac{P_R(\lambda_{on}, z)}{P_R(\lambda_{on}, z + \Delta z)} \frac{P_R(\lambda_{off}, z)}{P_R(\lambda_{off}, z + \Delta z)} = \exp \left( 2 \int_{z}^{z + \Delta z} \sigma(\lambda_{on}, z') N(z') dz' \right) \exp \left( 2 \int_{z}^{z + \Delta z} \sigma(\lambda_{off}, z') N(z') dz' \right)
\]

This can be further simplified by assuming that the range bins are small enough that the number density and the absorption cross section are approximately constant over the range bin. This assumption sets the two integrals equal to the bin size, \( \Delta z \), as shown by equation 2.9.

\[
\frac{P_R(\lambda_{on}, z) P_R(\lambda_{off}, z + \Delta z)}{P_R(\lambda_{on}, z + \Delta z) P_R(\lambda_{off}, z)} = \exp \left( 2N(z) \Delta z \left( \sigma(\lambda_{on}, z) - \sigma(\lambda_{off}, z) \right) \right)
\]

From here, the number density of the molecule of interest can be calculated. This is known as the DIAL equation and is shown by equation 2.10.
Looking back at the assumption 2.4b, it is noted that some optics might still require wavelength dependence to be considered if the responsivity of the individual optic changes significantly between the online and offline wavelengths. Typical elements found in Lidar systems consist primarily of glass-based optics or mirrors, which can be assumed to have a constant responsivity over the online and offline wavelength range. The receiver, however, must implement narrowband filtration in an effort to reduce the background noise on the detector. If the filter is narrow enough, as it often will be, then the final DIAL equation will include an additional natural log term with narrow band filter transmission efficiencies \( \eta_F(\lambda, z) \) [unitless] as functions of both wavelength \( \lambda \) and distance \( z \). The DIAL equation with these filters considered is shown by equation 2.11.

\[
N(z) = \frac{1}{2\Delta z \left( \sigma_{on}(z) - \sigma_{off}(z) \right)} \left[ \ln \left( \frac{P_R(\lambda_{on}, z)P_R(\lambda_{off}, z + \Delta z)}{P_R(\lambda_{on}, z + \Delta z)P_R(\lambda_{off}, z)} \right) \right] \tag{2.10}
\]

\[
N(z) = \frac{1}{2\Delta z \left( \sigma_{on}(z) - \sigma_{off}(z) \right)} \left[ \ln \left( \frac{P_R(\lambda_{on}, z)P_R(\lambda_{off}, z + \Delta z)}{P_R(\lambda_{on}, z + \Delta z)P_R(\lambda_{off}, z)} \right) \right] - \ln \left( \frac{\eta_F(\lambda_{on}, z)\eta_F(\lambda_{off}, z + \Delta z)}{\eta_F(\lambda_{on}, z + \Delta z)\eta_F(\lambda_{off}, z)} \right) \tag{2.11}
\]

Normalized Relative Backscatter Equation

The lidar equation can be regrouped to form another important value known as the normalized relative backscatter (NRB). The NRB provides an idea of how much scatter material is in the atmosphere at each altitude. It is normalized to the constant
terms in the lidar equation and is range corrected to be relative to the amount of scattering regardless of the telescope field of view. The NRB is defined by equation 2.12 and can be described in terms of received and transmitted power using the lidar equation. [24]

\[
\text{NRB}(\lambda, z) = (\Delta R \times A \times \eta(\lambda)) \times \beta(\lambda, z, 180^\circ) \times T(\lambda, r)^2
= \frac{(P_R(\lambda, z) - P_B) \times z^2}{P_T(\lambda) \times O(z)}
\]

The two main data products of the DIAL described in this thesis are the NRB and the number density \((N(z))\). According to the DIAL equation, in order to find the number density, all that is needed is a measurement of the power (number of photons) at each wavelength at a distance, \(z\), with a width of \(\Delta z\). The two cross section values are known by using HITRAN, described in more detail below, and any necessary filter efficiencies can be either calculated based on their specifications, or found through laboratory based testing. According to equation 2.12, the unknowns required to calculate the NRB include the received power and the overlap function since the transmitted power is directly monitored and the other variables are inherently provided through the lidar instrument. The overlap function can be set equal to 1 if the received light is entirely captured by the detector.
Calculation of Water-Vapor Absorption Cross Section

Three primary considerations were taken before arriving at the 828.187 nm water vapor absorption feature: the absorption-line strength had to be strong enough to attenuate the online wavelength by a sufficient amount, yet weak enough that the online signal could be measured beyond 6 km, the absorption cross-section needed as little influence by temperature changes as possible, and the absorption feature needed to be well isolated from other interfering absorption features. [24]

As a recap, by looking back to equation 2.3 we can see that the extinction due to absorption is defined by the absorption cross section, \( \sigma \) [cm\(^2\)], and the number density, \( N \) [molecule/ cm\(^3\)]. The absorption cross section can be separated into the molecular line intensity, \( S \) [cm/molecule], and the normalized line shape, \( g_\nu \) [cm] as shown in equation 2.13. [33]

\[
\sigma = S \times g_\nu \quad (2.13)
\]

The line intensity or line strength, \( S \), is dependent on temperature and can be described as shown in equation 2.14 [24, 34, 35]

\[
S(T) = S_0 \left( \frac{T_0}{T} \right)^{1.5} \left[ \frac{1 - \exp(-hc\nu_0/kT)}{1 - \exp(-hc\nu_0/kT_0)} \right] \exp \left[ \frac{hc}{k} \left( \frac{1}{T_0} - \frac{1}{T} \right) E'' \right] \quad (2.14)
\]

where \( S_0 \) is the reference line strength for an absorption feature found at the center wavenumber, \( \nu_0 \) [cm\(^{-1}\)], with a temperature, \( T_0 \) [K]. The chosen absorption feature will
have associated energy transition levels where \( E'' \) [cm\(^{-1}\)] is the lower of the two energy states involved in the absorbing process. These first four values can be found using HITRAN. [26, 35] The input, \( T \) [K], is the temperature of interest, and the remaining variables are all constants consisting of the Boltzmann constant, \( k \), the speed of light, \( c \), and Planck’s constant, \( h \). It has been found that an absorption feature with the minimal amount of dependence on temperature should have an \( E'' \) value ranging between 200 cm\(^{-1}\) and 300 cm\(^{-1}\). [24, 36, 37]

The line shape, \( g_\nu \), is subject to natural broadening effects and shifting due to temperature and pressure changes. There are two primary sources of line broadening of the absorption feature through the atmosphere. These are Doppler broadening, which tends to dominate the line shape at low pressures, < 0.01 atm, and pressure broadening which tends to dominate the line shape at higher pressures, > 0.1 atm. [35]

The center of the absorption feature line will shift linearly with changes in pressure. The wavenumber of line center, \( \nu_C \) [cm\(^{-1}\)], can be described in terms of pressure, \( P \), as shown in equation 2.15, [35, 38] where \( \nu_C^0 \) is the wavenumber of the line center at vacuum and \( \delta \) is a linear rate of change parameter. These two parameters can be found using HITRAN. [26, 35]

\[
\nu_C = \nu_C^0 + \delta P
\]  

(2.15)

Doppler broadening generates a Gaussian line shape which depends on atmospheric temperature. This dominates higher in the atmosphere above approximately 50 km and is a result of the variety of velocities and directions of the atoms and
molecules interacting with the light. The half- width at half-maximum (HWHM), $\gamma_D$ [cm$^{-1}$], of this line shape can be described in terms of temperature, $T$, as shown in equation 2.16. [24, 35, 38]

$$\gamma_D = v_C \left( \frac{2kT}{mc^2} \right)^{1/2}$$

(2.16)

In this equation the wavenumber at line center, $v_C$, as described above, must be known. The mass, $m$, in this case refers to the mass of the water vapor molecule.

Pressure broadening generates a Lorentzian line shape which depends on atmospheric pressure and temperature. This dominates lower in the atmosphere below approximately 2 km and results from collisions among the molecules that are interacting with the light. The Lorentzian HWHM, $\gamma_L$ [cm$^{-1}$], of this line width can be described as shown in equation 2.17. [24, 35]

$$\gamma_L = \gamma_0 \left( \frac{P}{P_0} \right)^{\alpha} \left( \frac{T_0}{T} \right)$$

(2.17)

In this equation the HWHM, $\gamma_0$, is defined at a standard pressure, $P_0$, and standard temperature, $T_0$, and $\alpha$ [unitless] is the linewidth temperature-dependence parameter. These four parameters can be found using the HITRAN database. [26, 35] The inputs for this equation then become the temperature and pressure of interest.

The Voigt distribution convolves both the Lorentzian profile due to pressure broadening and the Gaussian profile due to Doppler broadening, which helps to calculate
the final line shape by accounting for these two primary line broadening mechanisms found in the atmosphere. [38] The Voigt profile as a function of wavenumber can be described as shown in equation 2.18. [24, 35] This profile describes the line shape, $g_\nu$, of the absorption feature.

$$V(\nu) = g_\nu = \frac{1}{\gamma_D \sqrt{\pi} \gamma_D \pi} \left[ \frac{e^{-t^2}}{\gamma_L \gamma_D} + \left( \frac{\nu - \nu_C}{\gamma_D} - t \right)^2 \right] dt$$ (2.18)

Using these equations and HITRAN to calculate the absorption cross section, the appropriate absorption feature was found by Nehrir et al. in the AORS laboratory at MSU. [24] The chosen absorption feature has a line center (online) wavelength at 828.187 nm in vacuum and an offline wavelength at 828.287 nm in vacuum. In order to accommodate for changes in atmospheric conditions throughout the year, the absorbing wavelength can be tuned along the side of the absorption feature between 828.19 nm and 828.195 nm in vacuum. The line parameters for the chosen absorption feature include a ground state transitional energy of $E''=212.2$ cm$^{-1}$, a line strength of $S=1.477 \times 10^{-23}$ cm$^{-1}$(molecule cm$^{-2}$), a standard pressure broadened linewidth (FWHM) of $\gamma_0=0.1937$ cm$^{-1}$ at 1 atm and 273.15 K, and a linewidth temperature dependence of $\alpha=0.68$. [24]
WATER VAPOR DIAL INSTRUMENT

Transmitter

A schematic of the laser transmitter is shown in figure 3.1. The laser transmitter utilizes two distributed Bragg reflector (DBR) diode lasers. The diodes are set in a TO-8 package and

Figure 3.1: Schematic diagram of the DIAL laser transmitter.
The beam is nominally collimated and reshaped using an aspheric lens and an anamorphic prism pair respectively. The aspheric lens has a focal length of 4mm and a numerical aperture of 0.6. The anamorphic prism pair is from Thorlabs and has 4.0x magnification. These steps ensure that the beam will remain small enough to be fully fiber coupled. The light is then sent through a Faraday isolator and a half wave plate from Thorlabs. The isolator is used as a protective measure to prevent both wavelength instability due to back reflections, as well as more intense back reflections that can cause physical damage to the diodes. The half-wave plate is used to align the linear polarization from each laser with the polarization maintaining (PM) fiber that the light is then coupled into. The fiber couplers used were purchased from Thorlabs. With proper polarization and beam size, approximately 50% of the optical power is coupled into the PM fiber. All fibers used in this experiment are angled physical contact (APC) to reduce back reflections in the system.

The first fiber leads to a 90/10 fiber optic beam splitter, and was purchased from Newport. Ten percent of the coupled beams are used to monitor the wavelength with an optical wavemeter. The wavemeter was manufactured by EXFO. The online laser is stabilized using the wavemeter for feedback. The wavelength information is passed on to the computer which will make slight adjustments to the driving current of the online DBR laser. The two lasers are controlled by temperature and driving current using diode controllers purchased from
ILX Lightwave. (Part number LDC-3724B) If the online laser drifts at all, the computer sends adjustment commands to the diode controllers to correct the drift. The offline (outside absorption wavelength range) laser is adjusted and set before data collection starts using the available 10 percent splitter output. During data collection, this port is not monitored continuously since the amount of drift observed by the laser is much less than the amount of detuning required for absorption effects to alter the measurement. During autonomous operation, the online wavelength is continuously directed to and monitored by the wavemeter.

The remaining 90% from each laser is fiber coupled into a mechanical fiber optic switch that allows either the online laser or the offline laser through the system. The switch was made by Agiltron. (Part number LBPM-128238333) The switch is controlled by the computer and switches approximately every three seconds between wavelengths. The switch output re-collimates the light with another fiber coupler from Thorlabs with a focus of 4.6mm and an N/A of 0.53. (Part number PAF-X-5-B) A Faraday isolator is then used to control back reflections to and from the amplifier from returning back through the system, which has been observed to cause wavelength destabilization. This isolator is the same as the two protecting the laser diodes. A half wave plate is then used to set the orientation of the linear polarization to peak the coupling into the amplifier. (Part number WPH05M-830 from Thorlabs)

The light is then used to injection seed a tapered semiconductor optical amplifier (TSOA) made by Eagleyard. (Part number EYP-TPA-830-01000-4006-CM-T04) The amplifier gain region is a 4mm long ridge waveguide and is controlled with a temperature
controller and a current controller. The temperature controller maintains a constant temperature during operation, while the current controller sets the gain and divides the light into pulses. The temperature controller used came from ILX Lightwave. (Part number LCT-5525B) The current controller came from DEI Scientific. (Part number PCX-7420) The current controller is capable of producing up to 15.7 A pulses with a frequency of 1 MHz and a pulse duration of 5 ms. [32] The rise and fall time for each current pulse is 25 ns. During actual operation, the amplifier is set to 10 A with a 1 µs pulse duration and a frequency of 10 kHz, providing 10.3 µJ pulses or a saturated average output power of approximately 100 mW. The optical power seeded into the TSOA was measured to be 12.6 mW for the online wavelength and 13.9 mW for the offline wavelength. These seed powers are high enough to fully saturate the amplifier, meaning slight fluctuations from the diodes will not affect the output energy of the transmitter. The TSOA emits the light with a vertical (perpendicular to the bench top) divergence angle of 28° and a horizontal divergence angle of 15°. In order to re-collimate the beam out of the amplifier, a two-step process has been implemented. A spherical collimating lens with a focal length of 4.5 mm is first used to collimate the vertical diverging beam. This also overcorrects the horizontal spread, bringing it back to a focus in the horizontal direction. It is then fully collimated using a cylindrical lens with a focal length of 50 mm.

With the beam nominally collimated, a pickoff is used to redirect approximately 2% of the light onto a power meter detector to monitor the output power of the system. The power meter and the detector head were purchased from Newport. (Part numbers 1918-R and 918D-SL-OD3 respectively)
The beam is then sent through a 5x beam expander from Thorlabs. (Part number BEO5M) This is used to both spread the beam to decrease the divergence angle through the atmosphere, and to spread the optical power over a larger area to help meet eye safety requirements. The outgoing beam is approximately 3 cm in diameter. The beam is sent through a two mirror periscope to align with the optical axis of the telescope on the receiving optics side of the system.

The two lasers produce up to 80mW of continuous wave (cw) optical power and can be wavelength tuned with the temperature and the driving current. The wavelength is tuned by temperature at a rate of 0.059 nm/°C and a driving current rate of 0.0011 nm/mA. The measured FWHM linewidth for both lasers is 0.023 pm (1 MHz). The online laser (within absorption wavelength range) is monitored with an optical wavemeter. The accuracy of the wavemeter measurement is ±0.125 pm, which sets the uncertainty in the operating wavelength. Since the laser linewidth is approximately 100x smaller than the absorption feature linewidth, the online laser can be tuned up or down the side of the absorption feature, allowing for more or less total absorption of the return scattered light. Setting the amount of absorption is important since the atmospheric conditions can be highly variable throughout the year, and the peak performance of the instrument is dependent on the chosen amount of absorption. [24] Too much absorption will decrease the distance of the water vapor measurement through the atmosphere. Too little absorption will lead to incorrect water vapor measurements. The absorption cross section is set such that the optical depth at the desired maximum altitude is approximately 1 to 2. [32]
A schematic of the DIAL receiver is shown in figure 3.2. A Celestron 14” Schmidt-Cassegrain telescope is used to collect the back-scattered light. It has a focal length of 3910mm and an F/# of 11. Behind the telescope an adaptor is used to connect the remaining receiver via light tight tube assembly. A field lens with a focal length of 7.5 cm and a diameter of 2.54 cm is placed at the focus of the telescope to help correct for the outer, extreme rays propagating through the system while allowing the more central rays to pass almost unhindered. A collimating lens is then placed 5 cm after the focus of the telescope. This lens has a focal length of 5 cm and a diameter of 2.54 cm. The collimated light was sent through two narrowband optical interference filters, which provided enough noise extinction to allow for clear daytime measurements. The filters have linewidths of 500pm and 750pm, and are both centered at 828.007nm and achieve peak transmissions of 70%. These filters were purchased from Alluxa and Materion respectively. After filtering, a fiber coupler lens with a focal length of 1.1 cm and a clear aperture of 4.4 mm was connected to a step index optical fiber with a core diameter of 105 µm and a numerical aperture of 0.22. The fiber acted as the field stop for the far-field receiver system, setting the full angle field of view to 224 µrad. A fiber coupled Avalanche Photo Diode (APD) was used as the detector to count returned photons. Since only around 10 counts could be expected per pulse, the data was then sent to a multichannel scalar card (MCSC) which placed the counts in time bins that sync with the laser pulse. The MCSC adds up the data from 10,000 pulses before sending the data to
the computer. This ensured that the return signal would be distinguishable from background noise.

Figure 3.2: Schematic diagram of the DIAL receiver.
The return signal between 500 m and 2 km can now be measured in full overlap by the system with a separate near-field detection channel. A 90/10 beam splitter was added after filtration to send 10% of the return signal to a second APD. The optical train following the beam splitter focuses the light returning from the near-field range onto the detector. With the current setup, all the captured light returning from between 500m and 5km is captured by the detector. The additional detection channel implemented a free space APD with a larger detection surface, effectively opening up the field of view now set by the telescope focus to 970 µrad.

Ray Tracing Model of the Two Channel Receiver

A new optics train had to be designed to bring the return scattered light from below 2km into full overlap of the detector. A first order design was laid out using ABCD matrices. [32] This method is a ray analysis technique used to keep track of the ray’s distance, R, from the central optical axis as well as its angle relative to the optical axis, R’. These variables can be kept track of using the vector \( \mathbf{R} = \begin{pmatrix} R \\ R' \end{pmatrix} \).

For the first order modeling of this system, only the lenses and free space propagation need to be considered. These can be modeled using the matrices

\[
M_l = \begin{pmatrix}
1 & 0 \\
-1/f & 1
\end{pmatrix}
\quad \text{and} \quad
M_{fs} = \begin{pmatrix}
1 & d \\
0 & 1
\end{pmatrix},
\]

where \( M_l \) models a lens of focal length \( f \), and \( M_{fs} \) models a propagation of distance \( d \). With all lenses and distances defined, the entire optical system can be characterized by one 2x2 matrix, \( M = M_n M_{n-1} \ldots M_2 M_1 \) where the subscript values represent the order in which the optical element is encountered by a propagating ray. The output ray, \( R_o \), is defined by \( R_o = M R_i \), where \( R_i \) is the input ray.
Figure 3.3 shows a diagram of how the near field optical layout is represented by matrices using this model. The matrices must be in sequence; M₁ represents the telescope on the far left and the subscripts continue in order through M₉ on the far right. Each optic is represented as a lens matrix and each propagated distance is represented with a distance matrix. It can be noted that the near field focusing lens pair was calculated using zero distance between them. When combining these matrices as described above, the output position and angle will be at the location of the detector for a given input ray position and angle. The far field was calculated in the same manner.

![Matrix Diagram](image)

Figure 3.3: Layout of the optical model for the near field receiver using ABCD matrices showing M₁ through M₉ from left to right. The value “h” represents the distance from the reflecting particle to the telescope and was scanned from 0 to 12 kilometers.

A transmitted beam model was created assuming an initial beam radius of 2 cm and a full angle beam divergence of 25 μrad. This model is used to find the object diameter to be used as the input to the system model, Rᵢ. The image diameter at the focus of the optical receiver system could then be calculated using the above described receiver model. The fiber acts as the field stop of the far field system, providing both a maximum diameter allowed for full overlap of the beam returning from any given altitude, 52.5 μm, as well as a maximum ray angle allowed into the fiber, 0.22 rad. In order to change the altitude at which full overlap is achieved, the fiber end can be adjusted away from the
focus of the final lens in the system by an offset amount. Figure 3.4 shows a scan of the beam radius at the fiber input versus beam altitude. The various colors in the plot show offsets of the fiber away from the focus of the final lens, demonstrating how full overlap can be achieved through the use of this adjustment. The radius of the fiber is provided with the vertical black line, and serves as a reference in choosing the best final position of the fiber in the system. The offset for this system was set to approximately 200 μm to allow full overlap to begin at 2.1 km, and continue up to 12 km.

Figure 3.4: Plot of beam radius at the fiber input versus beam altitude for various offset distances between the fiber input and the focus of the fiber coupling lens.

The maximum beam angle seen at the entrance of the fiber was found by running four beams representing the most extreme starting positions and angles that could still be
captured by the telescope. The most extreme beams were found to come from one edge of the object and land either on the same edge of the telescope or on the opposite edge of the telescope. The angle of the most extreme rays needed to be checked in order to verify that all the captured light would fall within the maximum allowable beam angle of the fiber.

Figure 3.5 shows the maximum beam angle seen at the fiber versus beam altitude. The allowable angles into the fiber peak at +/- 0.22 radians. Using the model from above, the maximum ray angle is satisfied above 400 meters and up beyond 12 km.

Figure 3.5: Plot of maximum beam angle seen at the fiber versus beam altitude with maximum allowable beam angle shown by the red dashed line.

The near field channel uses a free space detector at the end of the near field optics train. This means the acceptance angle will be limited by the remaining optical elements
in the system, rather than the detector. Based on the diameter of the free space detector, 90 μm, and using the above described model for the near field optics, the position of the near field detector can be found for an optimal overlap. Figure 3.6 shows the beam diameter that is achievable for various offsets in detector placement.

Figure 3.6: Plot of beam radius at the near field detector input versus beam altitude for various offset distances between the detector and the focus of the detector focusing lens.

Zemax Model of the Two Channel Receiver

The receiver was modeled using Zemax [32] (commercial optical design software) as a ray tracing model to show proof of concept behind the re-design of the receiver and to verify the accuracy of the ABCD matrix model, effectively establishing a simple method of analyzing and designing the receiver optical train. The model was built up using all the appropriate Thorlabs lenses which can be found in the Zemax lens
The Schmidt-Cassegrain telescope, however, needed to be built from scratch as the Zemax model was not available for public use. The telescope was designed with a focal length of 391.2 cm and a primary mirror diameter of 35.6 cm.

Figure 3.7: Zemax lens diagram model for a) telescope, b) far field channel, and c) near field channel.

Figure 3.7 shows the receiver model with purely collimated light at the input. More specifically, figure 3.7 a) shows the entire far field channel, figure 3.7 b) shows a blown up view of the far field optical train following the telescope, and figure 3.7 c) shows a blown up view of the near field optical train following the telescope.

The data set from the Zemax model was compared to the ABCD matrices model. Figure 3.8 shows the radius of the beam after the telescope and re-collimating lens pair as
a function of range. Recorded data points from Zemax are shown with green circles, while the ray tracing model is depicted with a blue line. A small shift down in beam radius is observed from the Zemax model with deviations of 0.70%, 0.53%, and 0.02% at 0.5 km, 1.0 km, and 12 km respectively.

Figure 3.8: Comparison of ray tracing model to Zemax model of beam radius vs range measured after collimation of the light through the telescope.

This is most likely due to the Zemax model considering the thickness of each optical element, as well as aberrations that will affect the structure of the beam. Knowing the radius of the beam through the 1.27 cm radius filters and remaining receiver optics is important to plot as a quick verification making sure that no clipping along the edges of the receiver will occur. Figure 3.9 shows the maximum ray angle after the same collimating lens as a function of range. This is another important consideration as the two filters have some angle dependence and operate best with collimated light. Noting this is
the maximum angle traveling through the filters and the majority of the back reflected light will be closer to collimated, we still see low deviations less than 0.01 radians down to 700 m. These angles will have a negligible effect through the filters. Again, the two models are in close agreement, with a deviation of 7.8% at 0.5 km.

Continuing on through the receiver, the Zemax model can be used to check the beam diameter and the maximum ray angle into the fiber leading into the far field detector as well as the beam diameter at the near field detector. Figure 3.10 shows the Zemax and ray tracing models at the far field fiber entrance. The solid lines and circles once again represent the ray tracing model and Zemax model respectively. The blue colored data represents the fiber placement at the focus of the final lens and the green

Figure 3.9: Comparison of ray tracing model to Zemax model of maximum ray angle vs range measured after collimation of the light through the telescope.
colored data represents the fiber placement at 150 μm behind the focus of the final lens. The vertical black line represents the radius of the optical fiber. This plot is critical in showing with certainty where the theoretical overlap of the receiver will occur. As long as the radius of the beam is less than the radius of the fiber, full overlap is possible since no clipping will occur. Optical fibers also have entrance angle dependence which must be considered before knowing where full overlap is actually achieved. The deviation between the two models for the blue configuration is 1.7% and 4.4% at 5 km and 12 km respectively. The green configuration shows similar agreement between the two modeling methods with both suggesting full overlap begins at 2.3 km.

Figure 3.10: Comparison of ray tracing model to Zemax model of beam diameter vs range measured at the location of the fiber.
Figure 3.11 shows the maximum ray angle at the fiber. The maximum acceptable ray angle of the fiber in this system is 0.22 radians. Again, the Zemax modeling is in close agreement with a deviation of 0.6% at 12 km. Both models indicate that the peak angle into the fiber remains smaller than its accepted 0.22 radians between 0.2 and 12 km. This tells us that the far field channel is capable of achieving full overlap starting at 2.3 km where clipping of the beam diameter begins to take hold at lower altitudes as shown by figure 3.10.

Figure 3.12 shows the two models at the near field detector. The blue colored data represent the detector placement at the focus of the final lens in the near field optics train and the green colored data represents the detector placement at 180 μm behind the focus.
of the final lens. The vertical black line represents the radius of the free space detector.

Since the near field channel utilizes a free space detector, the incidence angle at the detector doesn’t matter and the attitude at which full overlap occurs can be seen directly.

Figure 3.12: Comparison of ray tracing model to Zemax model of beam radius vs range measured at the near field detector.

from this beam radius plot. The deviation between the two models for the blue configuration is 16.5% and 28% at 1 km and 5 km respectively. The green configuration again shows similar agreement between the two modeling methods with both showing full overlap occurring at and above 0.6 km.

After using Zemax software to validate the linear ABCD matrices model, it can be seen that the ray tracing method is entirely qualified to model any future changes to the receiver system. It is an easy model to implement in MATLAB computational software.
and can be easily modified, providing the designer with good understanding and intuition in how minor adjustments can affect the performance of the overall receiver.

**Programming for Autonomous Deployment**

In order to get the desired water vapor measurement, two LabVIEW programs were used. The first program simply communicated directly with the scalar card. This program provided the settings to the scalar card such as how many range bins to divide the data into and how many iterations of retrieval to require before sending a packet of data to the computer. This program also read and plotted the raw data for the user. This program was important in achieving proper alignment of the receiver. The user interface of this program is shown by figure 3.13.

The second program was used to control the remaining equipment and collect data autonomously. The user interface of this program is shown in figure 3.14. This program required communications with the current adjustment on the two laser diode controllers,
the wavemeter, the power meter, and the switch used to separate the online and offline wavelengths. It also called on the data from the scalar card program and used that data to calculate the normalized relative backscatter and the water vapor. The primary function of this program is to adjust the wavelength of each diode as necessary, to set the switch to pass the appropriate wavelength, to provide a live feed of the water vapor, NRB, and other information of interest, and to archive the data to the computer.

![Figure 3.14: Screen shot of the user interface used to set the wavelength while observing a live feed of measurements such as water vapor and NRB.](image)

The wavelength of both lasers was controlled by first reading the wavelength of the laser with the wavemeter. The desired wavelength can be programmed into the LabVIEW interface and was set to a tolerance of +/- 0.2 pm, which automatically corrects for insignificant, natural wavelength fluctuations that occur without impacting the data collection. The wavelength reading is then compared with the desired wavelength and
adjusted if needed using the appropriate laser diode current controller adjustment. After each 0.01 mA step in diode current towards the desired wavelength, a new reading is taken from the wavemeter. This process occurs until the individual diode is within the set tolerance.
EXPERIMENTAL RESULTS

Data Collection Summary

The water vapor DIAL instrument collected data continuously and autonomously over a ten day period from July 17, 2013 until July 27, 2013 at Montana State University. This data run was conducted in a laboratory environment. The transmitted and received beams travel through a roof port window which protected the DIAL from outside weather systems such as rain, wind, and large temperature fluctuations. The roof port window is not antireflection coated for 830 nm and results in a 20% loss in signal after the double pass. Over the period of this data run, stormy conditions occurred from July 17th to July 18th and from July 26th to July 27th. The days in between, July 19th through the 25th, were all clear or partly cloudy. This data run was conducted upon achieving proper alignment of the far field channel only and was verified through comparison with multiple radio sonde launches. A second data run was conducted under the same conditions over 71 days from August 1st, 2015 until October 10th, 2015. This data set included a wide variety of weather conditions and showed the ability to take continuous and autonomous water vapor measurement. The near field channel was properly aligned throughout this data run. Using some of the clear days, a comparison between the far field and the near field channel was conducted, and provided results suggesting 1) that the near field channel indeed had a lower full overlap and 2) both channels produced similar water vapor number density measurements.
Far Field Verification

The two main data products produced by the DIAL system include the normalized relative backscatter and the water vapor number density. Normalized relative backscatter provides a range corrected profile of aerosol density and distribution information and is calculated from the transmitted power, a geometric model of the range dependent overlap, and the return power for a given distance. The overlap function is needed particularly for the data received by the far field channel below 2.1 km since the light captured by the telescope from that region doesn't couple entirely onto the detector.

Figure 4.1: A plot of the measured normalized relative backscatter ranging from July 17th 2013 through July 27th 2013.
Water vapor number density provides a profile of the absolute density of water vapor in the atmosphere vs altitude and is calculated using the return power for a given distance, the difference in absorption cross section between the two wavelengths, and the filter efficiency for each wavelength and relative angle. Figure 4.1 shows a plot of relative backscatter from the far field channel over the entire collection period of the first data run in July 2013. Figure 4.2 shows a plot of the water vapor number density from the far field channel over the same collection period.

Figure 4.2: A plot of the measured water vapor number density ranging from July 17\textsuperscript{th} 2013 through July 27\textsuperscript{th} 2013.
The water vapor number density measurement was checked against radio sonde measurements. Balloons were launched on July 19\textsuperscript{th} at 12:16am MDT, July 20\textsuperscript{th} at 12:45pm MDT, July 20\textsuperscript{th} at 9:55pm MDT, and on July 25\textsuperscript{th} at 11:21am MDT. A profile of the measured water vapor taken during each of these flights is shown in comparison to the sonde measurements in Figure 4.3. These comparisons were taken at different times of the day and under different weather conditions. These plots show good agreement, averaging approximately 2 percent error among all four cases between the DIAL measurement and the radio sonde measurement.

Figure 4.3: Four plots showing measured water vapor number density profiles in solid black compared to radiosonde data in dotted red at four different times during the data run in July 2013.
Near Field Verification

Knowing that the far field channel was fully functional, the near field channel was then added to the instrument as described in chapter 3. After much work, a complete data run with a functional near field channel was started in August of 2015 and spanning 71 days. The complete autonomous data set is shown in the following eight figures. (figures 4.4 through 4.11) Figures 4.4 through 4.7 refer to the far field channel and show the offline background counts/sec, the column optical depth at 2500m (blue) and 5000m (red), the relative backscatter, and the water vapor number density over the entire data run sample. Figures 4.8 through 4.11 show the same four plots, except for the near field channel.

Figure 4.4: A plot of the measured offline background counts per second from the far field channel ranging from August 1st 2015 to October 10th 2015.
Figure 4.5: A plot of the column optical depth from the far field channel ranging from August 1\textsuperscript{st} 2015 to October 10\textsuperscript{th} 2015.

Figure 4.6: A plot of the relative backscatter from the far field channel ranging from August 1\textsuperscript{st} 2015 to October 10\textsuperscript{th} 2015.
Figure 4.7: A plot of the water vapor number density from the far field channel ranging from August 1st 2015 to October 10th 2015.

Figure 4.8: A plot of the measured offline background counts per second from the near field channel ranging from August 1st 2015 to October 10th 2015.
Figure 4.9: A plot of the column optical depth from the near field channel ranging from August 1\textsuperscript{st} 2015 to October 10\textsuperscript{th} 2015.

Figure 4.10: A plot of the relative backscatter from the near field channel ranging from August 1\textsuperscript{st} 2015 to October 10\textsuperscript{th} 2015.
Figure 4.11: A plot of the water vapor number density from the near field channel ranging from August 1\textsuperscript{st} 2015 to October 10\textsuperscript{th} 2015.

These plots were chosen as providing useful information that was observed by the system noting that background counts provide information about how noisy the measurement is and that the optical depth provides information about the amount of absorption occurring from 2.5 km and 5 km.

The near field channel provides two main functions. The first is to provide relative backscatter information from lower altitudes without the requirement of an overlap function calculation. The near field channel was designed to provide full overlap starting at 600m, effectively setting the overlap function to a constant value of 1 above that range.

There is no direct measurement to easily show that the near field is operating according to its theoretical peak performance. The best way to observe the effect of the overlap function is to look at individual profiles of return counts and approximate the
location where the overlap begins to rapidly deplete the signal. This point should approximately occur at the altitude of peak signal return.

![A plot from June 30th 2016 at MST 9:17am showing the far field overlap decaying below 1.5 km and the near field overlap decaying below 1 km.](image)

Figure 4.12: A plot from June 30th 2016 at MST 9:17am showing the far field overlap decaying below 1.5 km and the near field overlap decaying below 1 km.

We see from figure 4.12 that the near field full overlap was not achieved at our calculated theoretical distance of 600 meters. It is clear that the near field did, however, achieve a lower complete overlap than observed by the far field. Much work went into lowering the full overlap of the near field, but a solution was not found. It is of the author’s opinion that the culprit may be the quality of the outgoing beam and the imperfections in the optics not meeting the assumed properties in the theory. It could also be that a more precise optical alignment is needed to lower the overlap.

The second function of the near field channel is to provide a comparison for the far field channel during alignment of the instrument. Since the overlap function falls out
Figure 4.13: A profile from August 9th 2015 at MST 10:25pm showing good agreement between 1 km and 4.2 km. The far field continues producing reasonable data up to 5km.

Figure 4.14: A profile from September 1st 2015 at MST 11:35am showing good agreement between 700 meters and 3 km. The far field continues producing reasonable data up to 4.7 km.
during the water vapor number density calculation, the near field and far field data should align with very close agreement. Figures 4.13 and 4.14 show two water vapor profiles from the two channels. It can be observed from these two plots that under changing conditions the two water vapor profiles are within reasonable agreement above 300 meters, averaging approximately 8% error between the near and far field channels.
CONCLUSION

An autonomous, ground based micro-pulse DIAL instrument was developed with the capability of measuring tropospheric water vapor, while obtaining aerosol profiles with complete overlap of the collected signal onto a detector ranging between 1 km and 12 km above the Earth’s surface. This was achieved specifically through the modeling and development of a second detection channel within the receiver. This improvement was another step in the optimization of a water vapor DIAL instrument that was developed by the AORS laboratory at MSU [24] which was previously able to achieve full overlap between 2 km and 12 km.

The optical design of the new receiver was developed by first building a ray tracing model using the ABCD matrices method. This model was verified using Zemax, a computer based optical analysis program, to provide proof of concept. The high agreement between the two models is good evidence that the ABCD matrix analysis is a sufficient way to model and make future adjustments to the receiver as needed. This is valuable information because the ABCD matrix modeling is a very straightforward analysis technique that provides the user with a deep level of understanding regarding the effects of changes and variations that can be made to the system.

A summary of the contributions made by the author and presented in this thesis include: the analysis of a new receiver design using ABCD matrices and the verification of this ray tracing model using Zemax optical design software; the build and layout of the entire DIAL instrument into one compact, self-contained system; the alignment of the optical system; the additions and alterations to the Labview programming code needed to
run the equipment and store the measured data; the analysis of the data measured by the DIAL system.

The key improvement that was made to the system was the ability of the receiver to achieve complete overlap down to 1 km above the Earth’s surface. This simplifies the normalized relative backscatter equation by setting the overlap function equal to 1 for ranges within full overlap. The overlap function for a Lidar system can vary during alignment of the receiving optics, and cannot be directly measured or accurately compensated for when the DIAL instrument is pointing up into the atmosphere. The capability to make aerosol measurements below 2 km without the correction of an overlap function holds value as a means of directly monitoring the location of the atmospheric boundary layer. This ability in combination with the water vapor measurement is useful information that climatologists and meteorologists need to push forward in understanding of the Earth’s atmosphere.

The next step needed for the receiver is better filtering to improve sensitivity for daytime partly cloudy conditions. Light clouds that pass through on otherwise sunny days scatter near infrared light emitted from the sun, re-directing the light rays in every direction. The light re-directed straight down towards the earth can be collected by the DIAL telescope and is detected as noise in the return signal. Through better filtering techniques, the signal to noise ratio during these conditions can be greatly increased, offering more accurate data.

Another useful step towards the improvement of the system that would stabilize the transmitter would be the development of fiber-couple DFB laser diodes and a fiber
coupled TSOA. Reducing the first half of the transmitter to entirely fiber-coupled components would also simplify the system and reduce the spatial footprint of the instrument.

The continued improvement and optimization of this system offers a continuous alternative to the current water vapor measurement technique via weather balloon launches twice a day from weather stations around the United States. The DIAL system demonstrated within this thesis is already capable of taking continuous water vapor measurements autonomously with minimal upkeep. The longest uninterrupted data collection run presented in this thesis lasted 71 days, resulting in over 6 million “return counts vs altitude” measurements, at 10,000 pulses per measurement, gathered by the multi-channel scaler card and recorded to a computer.

Upon completion of a final maximized DIAL system, a network of these instruments can be deployed for the study of water vapor in the lower troposphere. A grid based deployment providing long-term, continuous water vapor measurement would satisfy two of the four highest priority atmospheric observations needed as reported by the National Research Council. Such a study would be integral in expanding our knowledge of weather forecasting and climate modeling, and would create a much needed platform to further the study and prediction capabilities involving the many effects that water vapor has on the atmosphere.
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