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ABSTRACT

The symmetry of the numeric representation of the stress tensor has been shown to be important for maintaining stability, in the sense of Hadamard, of the numeric method. Also, the viscoelastic behavior of biofilms is well documented. A 2D model for the viscoelastic flow of a biofilm using a modified Navier-Stokes equation (NSE) with a novel elastic stress term are presented. The elastic stress is modeled using a numeric stress tensor symmetry preserving scheme that is based on the numeric solution to the Lie derivative and its equivalent counterpart in the form of a symmetric matrix Riccati differential equation (SMRDE). In addition, a coupled advection equation (AE) is applied to the biofilm volume fraction. Solutions to the NSE and AE are found by applying the finite element method (FEM) to the Eulerian-Lagrangian method (ELM). The ELM is solved by first determining the “characteristic foot” for each Gaussian quadrature point and node point in the mesh. The advection equation is solved using a modified Galerkin Least Squares (GLS) method. Computations are made using the Trilinos iterative sparse matrix solver library called AztexOO which has built in matrix preconditioners and support for parallel processing. The resulting model is used to predict the deformation of a biofilm in a 2D channel. In addition, the accompanying distribution of the pressure and stresses over the evolving velocity field is presented.
A biofilm is a colony of bacteria suspended in a collection of polymers, produced by the bacteria, called extracellular polymeric substance, a.k.a., EPS. There are two definitions for a biofilm used by the IWA task group [57], on biofilm modeling. The first is, microorganisms attached to a surface. The benefit of this simply definition is that it captures the difficulty in defining such a diverse collection of biologically generated structures. The second definition is more technical and is, “a layer of prokaryotic and eukaryotic cells anchored to a substratum surface and embedded in an organic matrix of biological origin.”. One may note that the second definition does not give any insight that is a significant improvement over the first. Westall [59] found biofilm micro-colonies on the order of µm in the South African Kromberg formation. The Kromberg is roughly 3.3 - 3.4 billion years old. This long duration of existence has allowed biofilms to adapt and evolve with the evolution of more complex animals. So, it is no wonder that biofilms thrive almost everywhere that there is enough moisture and nutrients to support growth. While biofilms are composed and created by simple organisms they do exhibit interesting and dynamic structures and behaviors. A better understanding of the mechanisms which drive these macroscopic behaviors is important because biofilms are ubiquitous and have important social and personal impacts.

Biofilms can have significant positive and negative impacts both personally and socially. Patients in hospitals can develop potentially lethal bacterial infections that often take the form of biofilms in their wounds. Up to 80% of surgical site infections form biofilms as discussed in [12]. Chronic sinus infections can be caused by biofilm growth in the sinus cavity [12]. Biofilm contamination of catheters and implants (such as knee replacements, artificial hearts, etc.) is discussed in [2,12]. In industrial
applications biofilms contaminate pipes and nozzles [22]. In [12, 33] the protective
nature of the biofilm EPS is discussed. The EPS protects the suspended bacteria
from what could otherwise be lethal doses of anti-bacterial or toxic treatments. In
these ways and many more not mentioned biofilms cost the United States’ economy
billions annually and the global costs are likely in the trillions. Massol-Deyá [35]
discussed one of the more positive uses of biofilms, specifically, that biofilms can be
used to mitigate ground water contamination. In [23] biofilms are shown to effectively
reduce soil contamination. Biofilms may be instrumental in transforming cellulose
into sustainable biofuel [56] and could therefore be important for reducing green
house gas emissions. The biofilms in Yellowstone look beautiful, are seen by millions
of visitors every year and contribute to the income generation by the park. Again,
anywhere that there exists nutrients and water in enough abundance a biofilm can,
and very likely will grow. Due to the prevalence of biofilms, understanding their
growth, structural behavior and environmental impacts is fundamentally important.
Mathematical modeling is a good way to increase understanding because it can allow
for the prediction of mechanical values that are otherwise unmeasurable.

Biofilm modeling began in the 70s with fairly simple 1-D modeling of single
species biofilms with basic kinetics [21]. The assumption that diffusivity was the
only driving factor in the boundary layer was shown to be incorrect in [6] and
that advection contributes to mass transport. Substrate utilization in a stream
bed incorporating a reaction-diffusion equation could now be solved and that is
what Williamson showed in [62]. The Sherwood number, a dimensionless number,
that characterizes mass transfer, has been used in many models, e.g., [17] used the
Sherwood number in their model of mass transfer to a biofilm in a stream bed. Once
growth was modeled the next step was prediction of biofilm detachment. Morgenroth
[36] used a detachment model to question how applicable the fundamental constant
erosion experiment is to real world systems, where backwashing often occurs, by showing that a detachment model predicts significant variation in biofilm thickness. Multi-species models that include symbiosis and competition between individuals of the same and different species were added to models with reaction-diffusion and detachment. These are called mass transfer models and [58] is one such model.

There is a class of fluid dynamic models where the biofilm is treated as a relatively high viscosity fluid in multi-dimensions. One of the difficulties of higher dimensional models is a significant increase in computation time. Additionally, fluid dynamic models require the measurement of mechanical properties, which can be difficult. This work is a fluid dynamic model and [9] presents another. Alpkvist and Klapper, [1] showed that a multispecies multidimensional continuum model could predict “finger“ formations. A multidimensional, multispecies model using fluid dynamics to describe the flow over an early biomass growth model is presented in [41]. Cellular automata (CA), a.k.a, biomass based models (BbM), where biomass displaces its neighbors, shown in [42,43], was the next step in the evolution of the biofilm model. The individual based models (IbM), a.k.a., particle-based models, are the natural successors to the BbM. In IbMs the behaviors of individual bacteria, or particles, are modeled and used to predict EPS growth. In [29] Kreft showed that IbMs give rise to a more structures that have a more natural appearance, ie., rounded rather than BbM models which force spreading of EPS into a discrete grid. In [40] multiple species interactions are modeled in a multi-dimensional IbM environment. The interested reader is referred to [21] where much of this review was taken. A number of biofilm modeling review papers with different emphasis exist, infectious disease [19], multidimensions [44] and a review of biofilm ecology models [26]. Characklis and Marshall ([7]) wrote a comprehensive overview of Biofilms, their biological processes,
biofilm applications and approaches to modeling. Finally, this is by no means a complete review of the last 50 years of biofilm modeling research.

Three of the topics introduced in the biofilm model review above, fluid dynamic models for non-Newtonian fluids (a biofilm is a non-Newtonian fluid), measurement of biofilm rheological parameters for fluid dynamic models and the computational expense of obtaining solutions to these multidimensional models are immediately relevant to the model presented in this work. If one is going to model a biofilm as a dynamic fluid it seems reasonable to ask the question, “What type of fluid is a biofilm?” Shaw (49) showed that biofilms have common relaxation times. Fluids with relaxation times are viscoelastic. Viscoelastic fluids are classified as non-Newtonian. In [18] a complex fluid, i.e., non-Newtonian fluid, is cheekily defined as “a fluid made up of a lot of different kinds of stuff” and while this certainly is true of a biofilm and does capture the difficulty in defining such a huge class of fluids, this definition is somewhat lacking. A more formal definition is that a non-Newtonian fluid is a fluid with a mesoscopic or “middle” length scale [18]. In this work the length scale used is 1cm and this is certainly a “middle” length. There are many phenomena associated with non-Newtonian fluids; die swell (Barus effect), rod climbing (Weissenberg effect), tubeless siphon or open siphon and self siphoning just to name a few.

Over the past 30 years a lot of effort has gone into overcoming the so-called high Weissenberg number problem (HWNP). The Weissenberg number, Wi, is defined as the product of a characteristic time and a characteristic deformation [10]. In this work the characteristic time is the relaxation time and the characteristic deformation is the velocity scale, $U_0$ divided by the length scale, $L_0$, that is, $Wi = \lambda U_0 / L_0$. Dealy [10], states that the Deborah number, $De$, is defined as the ratio of a characteristic time and an observation time, $De = \frac{\lambda}{T_0}$. It should be noted that, in this work, $\frac{U_0}{L_0} = \frac{1}{T_0}$ and so,
Wi and De are the same. In general, Wi captures the non-linearity of the a flow and De the elasticity. The exclusive use of Wi may at first seem to be a contradiction of the definitions for Wi and De. However, Dealy [10], claims that except for very small deformations or very slow flows viscoelastic fluids are highly non-linear. The HWNP has been called, by Walters [55], the “the most serious obstacle” and “infamous” in [25], problem in computational rheology.

The basic problem is that as a homogeneous viscoelastic fluid passes through a contraction, numeric models blow up and this phenomena gets worse as the grid is refined. While there is a viscoelastic fluid in this model it does not pass through a contraction. Although the Wi is used extensively in the stress model, this work does not present a HWNP and therefore these concepts will not be discussed further.

The significant issue addressed by the model in this work is maintaining the symmetry of the numeric representation of the stress tensor in a fluid dynamic biofilm model. These schemes have not been well investigated and Lee [31] asserts that as of 2003 there is only a single paper, Owens’ [32], known to the authors attempting to develop such a scheme. Owens represents the elastic stress tensor, $\tau$ as the product of a matrix $A$ with its transpose. In this way the symmetry of the elastic stress tensor is enforced. Unfortunately, since $A$ has no physical interpretation, this is a poor choice for a model of the elastic stress tensor. Furthermore, the symmetry of the mathematical model does not guarantee the symmetry of the numeric model [39]. The symmetry of the numeric representation of the stress tensor has been shown to be important for maintaining stability of numeric methods when describing viscoelastic flows [14]. In this case the stability is in the sense of Hadamard which is that solutions must change continuously with changes in initial conditions. Given a stable numeric model that accurately captures general viscoelastic flow the prediction of biofilm dynamics will be impacted by the ability to accurately measure rheological
parameters. Measuring these parameters is an open problem for non-Newtonian fluids in general [10]. For Newtonian fluids the Reynolds number, which depends on the viscosity of a fluid is a good dimensionless parameter for describing flow behavior. For non-Newtonian fluids which dimensionless number to use is still an open question that is often misunderstood [10]. Dealy [10], discusses the example, of a fluid with a constant elastic history. For such a fluid $De = 0$ because length of observation is not inversely proportional to deformation. Further, Dealy [10], claims that “... except in a few special cases, ...” it has not been possible to establish a general parameter which captures viscoelastic fluid behavior. However, without accurate measurement of biofilm mechanical characteristics, i.e., viscosity, relaxation time, etc., meaningful predictions, made by models, about biofilm flow behavior is limited to the anecdotal realm. In addition, measuring these values can be very difficult without damaging or destroying the biofilm specimen. Nevertheless, one must proceed with models and measurements.

The measurement of the rheological parameters of biofilms is an on going area of active research with many contributions. Shaw [49] measured relaxation times in biofilms and found that there was a commonality for the longest relaxation times of about 18 minutes. In [22] the rheological parameters of biofilms formed on the surface of drinking water production units have been measured. Viscoelastic properties of biofilms were measured by Towler [54]. Viscoelastic properties of biofilms were measured in-situ and reported in [51], in-vitro measurements were made by Rogers in [48] and measurements made using a uniaxial compression device for the work in [28].

Finally, the issue of computation time requirements has to be mentioned. Even assuming stable numeric models and accurate parameter estimation, the computation time for higher dimensional fluid flow problems can be prohibitively expensive. In
order to address the computational difficulty of determining solutions in a reasonable amount of time for the model presented in this work, it was decided to use a sparse matrix solver package called AztecOO which is a library from Trilinos. To further increase computational speed, parallel processing, a supported feature of AztecOO, has been implemented using MPI.

There is very little literature on the computational efficiency of biofilm modeling with different message passing interface schemes (OpenMP vs MPI etc) on different architectures (PC vs Mac vs Unix vs Linux) as well as CPU architectures (AMD vs Intel vs Sun) using different languages (C++, Fortran 90, Fortran 95, Matlab, Python etc) and various library solver packages of which there are many. Clearly the number of combinations is prohibitive and none of them are universally interchangeable and so comparisons are difficult to make. Furthermore, performance predictions are essentially impossible to make and a trial and error approach is more effective. For example, will a Cray super computer running 50 processors solve a problem faster than a laptop running 8 virtual processors given a model and a numeric scale? If so, then by how much will it be faster? These are open questions. The only paper found attempting to address some of these issues by Muhammad is [37], wherein, a Mickens difference scheme was applied to a mixed culture biofilm model and used to compare and contrast multicore and multiprocessor systems. A Mickens difference scheme is one that uses non-standard functions in the denominator of the employed difference scheme [5]. The results found by Muhammad are consistent with the experiences had during the computational speed testing phase for this work. While the MPI code for this work was under development a consistent image of multicore/multiprocessor executions was observed. That is, when running a low complexity simulation, with an excess of processors, be they physical or virtual, computation times actually increased. What is meant by “excess” is determined by experience with an architecture, a
program and a model. This was attributed to the increase in inter-processor overhead in relation to the complexity of the computations being made. Server architecture performed significantly faster, by one to two orders of magnitude, than laptop architecture even when using the same number of processing cores, the same Ubuntu OS, C++ language and Trilinos sparse solver library AztecOO.

This work presents a 2-D, stress tensor symmetry preserving, viscoelastic fluid flow model for the purpose of capturing the flow behavior of a biofilm. The significant contribution that this work makes is the modeling of a biofilm using this symmetry preserving method. The motivation for this work are the many impacts, both positive and negative, biofilms can present economically, socially and personally. The elasticity of biofilms is well documented by experiment [27] and so should be included in fluid dynamic biofilm flow models where the elastic behavior of the biofilm has an impact on flow characteristics. See Figure 1.1 for a graphical depiction of the difference, in the response to shear, between a viscous fluid and a viscoelastic fluid. In the figure $\sigma$ is the stress and $\varepsilon$ is the strain. In (a) the stress strain curve is linear because there is no elasticity whereas in (b) there is elasticity. The elasticity is the reason for the hysteresis in the figure, because the elasticity dissipates the strain in the fluid.

Figure 1.1: A viscoelastic fluids response to shear stress [61].

\[
\begin{align*}
\text{(a)} & \quad \sigma \quad \varepsilon \\
\text{(b)} & \quad \sigma \quad \varepsilon
\end{align*}
\]
Due to the ubiquitous nature of biofilms and the many potential uses and impacts of biofilms, both beneficial and detrimental, it is natural to study their behavior. It is the EPS which is modeled in this work as it is the EPS that exhibits both viscous and elastic flow behavior as discussed in the following works [22, 51, 54]. The definition for a viscoelastic fluid given on the Wikipedia page for viscoelasticity [61], begins by defining a viscous fluid as a fluid which resists shear flow linearly and an elastic material as one that strains when stressed and then returns to its original shape and then adds that a viscoelastic fluid has both properties but does not return to its original shape after the application of shear.

In this work the motion a biofilm is induced by the shear imparted onto it from the flow of a solvent as the solvent flows over the top of the biofilm. This process is recreated here mathematically by applying and then removing an inflow boundary condition. While this behavior is interesting from a mathematical perspective, as modeling it presents interesting challenges, this is not the driving motivation for the study of biofilms. It is the social and personal impacts that biofilms have which drives biofilm research.

Measuring biofilm mechanical values in vitro or in situ or in vivo is inherently difficult, [51], depending upon the mechanical value which is to be measured. Often biofilms are scraped from the surface to which they have grown, as was done in [28, 48], and then rheological measures are made. Mathematical modeling is a good candidate for estimating these values without disturbing the biofilm.

Unfortunately, mathematical modeling of viscoelastic fluids (and non-Newtonian fluids in general) has often proven to be extremely difficult. One method for developing models is to make macroscopic assumptions about the fluid and devise constitutive equations governing mass balance, momentum and energy. In this way the flow characteristics of the bacterial colony generated EPS can be approximated.
One common model, and what is used in this work, is the Navier-Stokes equation. The motivation for the use of the Navier-Stokes equation is presented in Chapter 2. Dupret [14] showed that the preservation of the symmetry of the numeric representation of the stress tensor has been shown to be critical for maintaining the stability of numeric methods. To this end, a novel viscoelastic fluid model that preserves the symmetry of the numeric stress tensor has been developed. Dr. Lee’s work [30,31] is used as a primary source for the mathematics of the symmetry preserving scheme. The noteworthy deviation from [30,31] is the inclusion of a second viscous fluid as apposed to a single uniform viscoelastic fluid. This second, purely viscous, fluid flows over and around the viscoelastic biofilm. This is not unlike the experimental situation where a biofilm is grown with a nutrient flowing over the top of it. In Chapter 2 the mathematics which recreates this scenario is developed and in Chapter 4 the simulated behavior is illustrated.

The relaxation time of a viscoelastic fluid is the amount of time it takes for the fluid to recover once a shear stress has been removed. In a biofilm the relaxation time is related to the elastic stress. In this model, the elastic stress is caused by a shear stress which is in turn caused by the flow of a solvent over the top of the biofilm. In [27] it is shown that biofilms exhibit viscoelastic behavior, specifically, that biofilms have relaxation times, a defining characteristic of viscoelastic flow.

A typical experimental setup is to grow a biofilm under different nutrient flow conditions. Various flow conditions have been shown to produce variations in biofilm structures with streamers forming under high flow and mushroom like structures in low flow [19]. A phenotype response to flow conditions is associated with these structures ([20]) and attributed to an evolutionary trait in [49]. Regardless of the mechanism that produces these variations in biofilm structures, low flow tends to produce fluffy biofilms where as high flow is ascribed to more dense biofilms. Once a
biofilm has been grown the nutrient flow can be varied and the reaction of the biofilm to this flow can measured. It is with this typical experimental setup in mind that the model in this work was developed.

In this work the initial state of the biofilm is assigned a shape and the resulting deformation is captured. The initial velocities, horizontal and vertical, of the solvent and the biofilm volume fraction are set equal to zero everywhere in the modeled domain. The inlet boundary conditions induce flow throughout the modeled domain. The solvent flow provides the mechanical shear stress which induces flow in the biofilm. The inlet flow is set to zero after a period of time and the simulation is terminated after the velocity reaches quasi-equilibrium. It is reasonable to consider allowing the flow velocity to reach equilibrium because the longest elastic response time for biofilms is on the order 18 minutes [49], which far exceeds the time it takes for the solvent to reach a quasi-equilibrium state. While a biofilm is composed of living organisms and does grow over time, due to the time scale of the model under consideration here and the much longer time scale associated with biofilm growth, growth has not been included in this model. Since the growth of the biofilm is not considered, the consumption of nutrients from the solvent is ignored.

Figure 1.2: A schematic figure of the model domain and biofilm profile.

The domain of the model is a 2D square of side length 1cm. The case where a biofilm is located on the inside and the bottom of this domain is considered, see Figure
1.2. This scale is applicable to a typical adult Foley catheter, in which [12] showed they have grown. The modeled domain could be viewed as a 1cm long, vertical cross section of such a catheter with a small biofilm attached to the bottom. Within the square domain, motion of various initial biofilm profiles subjected to external flow are considered. The purpose is to determine the flow characteristics of the fluids in a pipe with an emphasis on the viscoelastic behavior of the attached biofilm. A time scale of 1 minute is used because, once again, the longest relaxation times for biofilms has been shown to be consistently around 18 minutes [49].

Stress in a biofilm is modeled by the stress tensor and there are several papers addressing the issue of the importance of maintaining the positive definiteness of the stress tensor when modeling viscoelastic flow. Dupret [14] showed that the loss of the positive definiteness of the stress tensor yields “physically meaningless equations” and that the effects of errors are minimized by using the Oldroyd-B stress model originally developed by Oldroyd in [38]. Fattal used a change of variables from the stress $\tau$ to $\ln(\tau)$. The purpose of this transformation was to capture the changes in stress associated with flow of a viscoelastic fluid through a contraction for high Weissenberg numbers. The purpose of this change of coordinates is that changes in the stress, for viscoelastic fluids flowing through a contraction, grow exponentially and so a polynomial basis function will fail to capture them. Hence the use of the natural log to reduce the rate of change to an amount, that a polynomial can describe, and thereby expand stability for numeric methods in the regime of the HWNP.

Numerical methods which describe viscoelastic fluid flow are sensitive to asymmetries in the numeric representation of the stress tensor. The model which is at the heart of our work emphasizes the development of a new method which forces the numeric solution of the stress tensor to be symmetric. Lee [30, 31] accomplished this by showing that the elastic stress differential equation can be rewritten in the
form of a symmetric matrix Riccati differential equation (SMRDE) and then showing that the numeric solution to the SMERD is always symmetric. Hence, the numeric representation of the stress tensor is symmetric.

In this work, there is an important distinction between the rheological values for a biofilm and the parameter values used for modeling a biofilm. For example, in [27] the viscosity of a biofilm is measured using a saturated biofilm. This is a necessity because a dehydrated biofilm is little more than dust. The relaxation time and the viscosity of a biofilm are reported as single values, in this work, they are functions of biofilm concentration. That is, these values are scaled by the biofilm volume fraction. The effect of this is that these intrinsic biofilm parameters are diminished linearly as the volume fraction of biofilm goes to zero. Since, the parameters for different biofilm volume fractions are not fully known, this process is as accurate a method as can be determined at this time.

In this thesis, the mathematical description of the viscoelastic flow of a biofilm using partial differential equations is presented first. The stability of the numeric method is maintained through a development related to the SMRDE. As a direct result the numeric representation, of the second order stress tensor, is always symmetric. The foundation of this method is developed, in part, as it pertains to an important discussion associated with a variation to the stress partial differential equation from the one used in [30, 31]. This variation has only a theoretical impact on the numeric solution developed by Lee in [30, 31] but no substantial changes are required.

The Navier-Stokes equation (2.3) can be solved in one of two ways. One option is to use the purely Lagrangian representation of the total derivative (2.25) which is known as the method of characteristics [31]. However, this method distorts grid points which then leads to errors over time [3, 31]. An alternative, and the method
used in this work, is the so-called Eulerian-Lagrangian method (ELM) [13, 31, 45]. In [45] Pironneau describes each time step of the ELM process as a Stokes problem with the previous solution moving along a characteristic. A Stokes problem is the linearization of the steady Navier-Stokes equation [60]. The ELM requires solving for the characteristic feet, known as the departure feet. The departure feet are described in [31] as the positions of particles, in the past, that are, in the present, located at points of interest.

The Taylor-Hood elements are used to maintain stability as required by the so-called Inf-Sup condition as detailed in [52] and developed for discrete solutions in [16]. For this work quadratic elements have been selected for capturing the velocity dynamics. The consequence of the Inf-Sup condition is that linear elements must be used to model the pressure. While the presented system of coupled DEs is radically different from the DEs considered in the development of the Inf-Sup condition, it is assumed that the requirements for stability still apply.

In this work the advection diffusion equation for the biofilm volume fraction is stabilized by the Galerkin least squares (GLS) method. The GLS method does well with advection dominate systems [46]. The system modeled in this work is advection dominant through the middle of the domain. This advection dominance transitions to diffusion dominance on the top and bottom of the domain where the velocity is zero due to non-slip boundary conditions. It is assumed that this transition does not impact the stability of the GLS method. Before the GLS method is discussed a brief overview of its development is presented, beginning with the Galerkin method. The Galerkin methods introduces negative numeric diffusion [11]. The compensation for this negative numeric diffusion is called the Petrov Galerkin method which uses upwinding to compensate for the deficiency in the Galerkin method. Upwinding is used because it is equivalent to numeric diffusion [11]. The problem with the
Petrov Galerkin method is that the introduced diffusion can occur transversely to the direction of flow in higher dimensional flow problems [11]. This causes excess diffusion in higher dimensional problems. The solution for this is the so-called streamlined upwind Petrov Galerkin, (SUPG), method. In SUPG the upwinding is performed only in the direction of flow as discussed in [4]. The issue with SUPG is that the introduced stabilization term is not symmetric [11]. This lack of symmetry affects the ability to determine the stability of the method [11]. The GLS method term is symmetric and this is called ,”... a strong point.” in [47] as well as noting that the GLS method actually solves the least squares problem, i.e., by minimizing the residual error. It should be noted that in 1D, with linear elements SUPG and GLS are identical [11]. The exact form of the GLS method employed in this work is presented in Chapter 3. The sub grid scale method, (SGS) corrects for the remaining errors in the GLS method for reaction dominate systems [11]. Since the presented model is not reaction dominant as it contains no modeled reactions, the SGS method has not been used.

**Thesis Organization:**

The discussion in this thesis the chapters proceed as follows,

In **Chapter 2** the model is motivated and then described. A detailed description of the stress model development is presented.

In **Chapter 3** the numeric representation of the model, presented in Chapter 2, is developed.

In **Chapter 4** the results of the numeric model are presented.
MODEL OF BIOFILM AS VISCOELASTIC FLUID

In this chapter the mathematical description of a novel viscoelastic biofilm flow model is introduced. The model captures the second order elastic stress tensor for the biofilm. The pressure, horizontal and vertical velocities for two fluids, one viscous water and the other viscoelastic biofilm are modeled. In addition, the advection of the biofilm is described. The model section begins with listing the complete system of coupled partial differential equations that models water flowing over a biofilm. Afterwards each partial differential equation is discussed in detail. In addition, a brief development of the stress model is presented.

The motivation for the use of the Navier-Stokes equation stems from the need to describe the momentum of the biofilm and surrounding bulk fluid. The fact that there is no change in the mass of the system over time, coupled with the incompressibility condition, \( \nabla \cdot \mathbf{u} = 0 \), a fundamental assumption, means that there is no change in the density of the modeled fluids. In this work the fluids are considered to be isothermal and so the energy for the system does not need to modeled. The Navier-Stokes equation comes from balancing the linear momentum of the system, that is,

\[
\frac{\partial}{\partial t} \int_{\Omega} \mathbf{u} d\mathbf{x} = \int_{\partial \Omega} \mathbf{C} \cdot \mathbf{n} ds,
\]

(2.1)

where \( \mathbf{u} \) is the velocity, \( t \) is the time, \( \Omega \) is the domain, \( \mathbf{x} \) is the spacial variable, \( \partial \Omega \) is the boundary of the domain, \( \mathbf{C} \) is the so called Cauchy stress tensor, \( \mathbf{n} \) is the outward pointing unit normal and \( s \) is the scalar surface area of the boundary. The Cauchy stress tensor is defined as \( \mathbf{C} = -p \mathbf{I} + \mathbf{T} \), where \( p \) is the pressure, \( \mathbf{I} \) is the 2X2 identity tensor and \( \mathbf{T} \) is the total stress. Another fundamental assumption is that the total stress can be rewritten as the sum of the viscous and elastic stress, i.e.,
\[ \mathbf{T} = 2\eta_0 \mathbf{D}(\mathbf{u}) + \mathbf{\tau}, \] where \( \eta_0 \) is the total viscosity defined by equation (2.8) below, \( \mathbf{D}(\mathbf{u}) \) is the strain rate tensor and \( \mathbf{\tau} \) is the elastic stress tensor.

**Model:**

The modeled system is composed of water and biofilm flowing through a 1 cm by 1 cm domain. The water is a viscous fluid and the biofilm is a viscoelastic fluid. The volume fraction is used to describe the biofilm. The velocity and pressure of the flow is captured by the Navier-Stokes equation and the incompressibility condition. In this work the elastic stress can be described by various DEs from a class of DEs. The criteria for a class member is that it can be rewritten as a Lie derivative. The biofilm volume fraction is given by the advection equation.

**Viscoelastic Fluid:**

A viscoelastic fluid is a fluid that displays both viscous and elastic properties. A biofilm has demonstrated viscoelastic properties [27]. The molecular polymers which make up the EPS are interlinked but can flow over and around each other. In this work the viscoelastic deformation of the biofilm volume fraction, caused by external flow, is modeled.

The non-dimensional system of coupled partial differential equations which makes up the model is listed below. The nomenclature for the system is listed in Table 2.1 after the system of PDEs. The system is presented in the order in which the DEs are solved. This is discussed in more detail in Chapter 3.
The classic Navier-Stokes equation (NSE), (2.2) is the starting off point for the modified NSE used in this work.

\[ \rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \nabla \mathbf{u} \right) = -\nabla p + \nabla \cdot \mathbf{T}, \]  

(2.2)

where \( \mathbf{u} \) is the velocity, \( \rho \) is the density, \( p \) is the pressure and \( \mathbf{T} \) is the total stress tensor. The total stress \( \mathbf{T} \) is assumed to be the sum of the viscous stress \( \frac{2}{\eta_s} \left( \left( 1 + \left( \frac{\eta_p}{\eta_s} - 1 \right) \varphi \right) D(\mathbf{u}) \right) \) and the elastic stress \( \varphi \tau \), where \( \eta_s \) and \( \eta_p \) are the viscosities of the solvent and polymer respectively and \( D(\mathbf{u}) \) is the strain rate tensor. The strain rate tensor is the symmetric part of the gradient of the flow field, \( D(\mathbf{u}) = \frac{1}{2}(\nabla \mathbf{u} + \nabla \mathbf{u}^T) \). The biofilm volume fraction has been assigned the variable \( \varphi \).

The Navier-Stokes equation states that the total derivative of the velocity and the divergence of the Cauchy stress tensor are equal due to momentum balance. The Cauchy stress tensor is a 2nd order tensor separated into two terms, the pressure tensor and the stress tensor. The non-linear term \( \mathbf{u} \nabla \mathbf{u} \) will be discarded because the magnitude of its components are small. In Chapter 4 the surfaces of the components of \( \mathbf{u} \nabla \mathbf{u} \) are shown to have small magnitudes. All body forces have been removed by assuming that the motion of the modeled domain is not changing, i.e., there are no externally imposed changes in momentum.

The modified and non-dimensional Navier-Stokes equation:

\[ \text{Re}_s \frac{\partial \mathbf{u}}{\partial t} = 2\nabla \cdot \left[ \left( 1 + \left( \frac{\eta_p}{\eta_s} - 1 \right) \varphi \right) D(\mathbf{u}) \right] - \nabla p + \nabla \cdot (\varphi \tau). \]  

(2.3)
The Reynolds number for the solvent, \( \text{Re}_s \), is used and is described by the following,

\[
\text{Re}_s = \frac{\rho U_0 L_0}{\eta_s},
\]

where \( \eta_s \) is the solvent viscosity and \( U_0 = L_0/T_0 \) with \( L_0 \) and \( T_0 \) are the characteristic velocity, length and time scales respectively.

Incompressibility condition:

\[
\nabla \cdot \mathbf{u} = 0.
\]

Stress constitutive equation:

\[
\varphi L_{\mathbf{u}, \nabla \mathbf{u}} \mathbf{c} + \alpha \mathbf{c} = \beta \mathbf{I},
\]

where the so called conformation stress is denoted by \( \mathbf{c} \) out of respect for Dr. Lee who used this notation in his work [30, 31].

Advection equation:

\[
\frac{\partial \varphi}{\partial t} + \mathbf{u} \cdot \nabla \varphi = 0.
\]

The advection equation captures the evolution of the biofilm volume fraction under the flow field \( \mathbf{u} \).

Navier-Stokes Equation:

Here the fundamental assumption is that the total stress can be written as the sum of the viscous and elastic stresses, \( \mathbf{T} = 2\eta_0 D(\mathbf{u}) + \varphi \mathbf{\tau} \), where \( \eta_0 \) is the total viscosity (2.8). One should note that since the macroscopic fluid is a linear combination of two fluids, a viscous solvent and a viscoelastic polymer (water and EPS respectively), there is not a single constant which could be called a Reynolds
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u$</td>
<td>Velocity Vector</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Water &amp; Biofilm Density</td>
</tr>
<tr>
<td>$\text{Re}_s$</td>
<td>Solvent Reynolds Number</td>
</tr>
<tr>
<td>$\eta_s$</td>
<td>Solvent Viscosity</td>
</tr>
<tr>
<td>$\eta_p$</td>
<td>Polymer Viscosity</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>Polymer Volume Faction</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Stress Tensor</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>Lie Derivative</td>
</tr>
<tr>
<td>$c$</td>
<td>Conformation Stress Tensor</td>
</tr>
<tr>
<td>$\alpha, \beta$</td>
<td>Lie Derivative Constants</td>
</tr>
<tr>
<td>$x$</td>
<td>Spatial position</td>
</tr>
<tr>
<td>$L_0$</td>
<td>Characteristic Length</td>
</tr>
<tr>
<td>$T_0$</td>
<td>Characteristic Time</td>
</tr>
<tr>
<td>$U_0$</td>
<td>Characteristic Speed</td>
</tr>
</tbody>
</table>

Table 2.1: Model Nomenclature

number. However, the viscosity of water is used as a non-dimensionalizing constant and so the Reynolds number for water is the value by which the modified Navier-Stokes equation has been scaled.

Often Navier-Stokes problems have a single constant viscosity, this is not the case here. In this work it is assumed that the viscosity is a linear combination of two viscosities, specifically,

$$\eta_0 = \eta_s (1 - \varphi) + \eta_p \varphi,$$

where $\varphi$ is the volume fraction of polymer and $\eta_s$ and $\eta_p$ are the viscosities of the solvent and polymer respectively and $\eta_0$ is, effectively, the viscosity used in this model. It should be noted that (2.8) is scaled by the solvent Reynolds number, $\text{Re}_s$, to arrive at the term in the modified NSE (2.3). This scaling is so that the solvent viscosity can be used as a non-dimensionalizing scalar. Since the Reynolds number, in this
model, is not constant the normal method of scaling the pressure and stress terms by the Reynolds number and subsequently, passing it through the derivatives, is not mathematically valid. In this case the NSE (2.3) is scaled by the Reynolds number for the solvent water, $\text{Re}_s$. Lastly, the elastic stress tensor is scaled by the volume fraction of the polymer. In this way the elastic stress doesn’t exist where there is no polymer. In addition, by using this scheme the actual viscosity of a biofilm need not be known, since all that is required is the ratio of biofilm viscosity to water viscosity. For most of the results in Chapter 4 a 500:1 ratio has been used. After applying all of these considerations we arrived at the equation (2.3). The incompressibility condition, the development of the elastic stress PDE and the advection DE are discussed in turn next.

**Incompressibility:**

It is assumed that the fluids are incompressible as expressed by (2.5). Typically one of the consequences of this assumption is that the divergence of the second half of the strain rate tensor is zero, i.e., $\nabla \cdot (\nabla u)^T = 0$. However, since our effective viscosity $\eta_0$ is not constant, the $(\nabla u)^T$ term is persistent. Next the partial differential equation (2.6) for the stress is developed.

**Stress:**

The scaling of the the lie derivative, $\mathcal{L}_{u, \nabla u}$ by $\varphi$ is a variation to the system of differential equations proposed in [30,31]. This variation introduces a subtlety to the solution developed in [30,31] that must be mentioned. However, before the effects of this variation, and the resulting modification to the numeric solution in [30,31] is presented, the original work is developed, in the next section in part, to explain both the original solution and why this variation is indeed a subtle complication.
Stress Development: The development of the solution in [30, 31] begins with a general discussion of flow fields. Given a flow field as in Figure 2.1, the Lagrangian and Eulerian frames can be described. The Eulerian coordinate description uses a coordinate frame fixed in space and is the reference frame used in this work. In general, the Eulerian frame need not be the reference frame [11]. The Lagrangian coordinate frame moves with a parcel of fluid. The symbolic assignments that give this discussion mathematical meaning will now be introduced. Let $x(t)$ be the Eulerian position with an initial point, $x(0) = x_0$, in the flow field given by the velocity, $u(x(t), t)$. Then the Lagrangian flow field can given by first describing how the Lagrangian particle positions $X$ are related to the Eulerian position $x$, specifically,

$$X = X(x_0, t).$$

The resulting flow field is

$$\frac{\partial X(x_0, t)}{\partial t} = u(X(x_0, t), t).$$

Figure 2.1: A flow line with an initial condition and two future positions.

It is possible to generalize further by noting that the initial time need not be zero, that is, given initial position $x$ and initial time $t$, define $X(x, t; s)$ for some time $s$ and where $X(x, t; t) = x$. Note that $s$ need not be greater than $t$ and when $s < t$
the point is moving backwards in time. Not only is movement backwards in time along flow lines allowed but it is necessary.

Now for the more general Lagrangian case, the connection between the Lagrangian position and its flow field is,

\[
\frac{\partial X(x, t; s)}{\partial s} = u(X(x, t; s), s).
\] (2.11)

The concept that matters here is the deformation of the Lagrangian particle positions. Let \( F \) be this deformation. This deformation occurs along flow lines and should observe certain properties. The deformation from a point on a flow line should be a continuous process that can move forward and backwards in time from and through that point. More formally, let \( F(x, t; t_0, t_1) \) be the deformation with initial point in the flow field \((x, t)\) moving along a flow line from time \( t_0 \) to \( t_1 \). The deformation from \( t_0 \) to \( t_1 \) followed by the deformation from \( t_1 \) to \( t_2 \) should be the deformation from \( t_0 \) to \( t_2 \). This is stated mathematically as, \( F(x, t; t_0, t_1)F(x, t; t_1, t_2) = F(x, t; t_0, t_2) \). The immediate assumption is that \( t_0 < t_1 < t_2 \) but, again, this need not be the case and the backwards in time flow is not just an interesting idea but fundamental to the numeric solution of the Lie derivative. The definition of the relative deformation gradient is dependent upon the stress model. The stress model depends on the objective rate. The names of different stress models are listed next to their associated objective rates in Table 2.2.

<table>
<thead>
<tr>
<th>Objective Rate &amp; the Rate of Strain</th>
<th>Rate of Strain</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \nabla u )</td>
<td>Upper Convected Maxwell [31]</td>
</tr>
<tr>
<td>( -\nabla u' )</td>
<td>Lower Convected Maxwell [31]</td>
</tr>
<tr>
<td>( \frac{a+1}{2} \nabla u + \frac{a-1}{2} \nabla u' )</td>
<td>Gordon-Schowalter</td>
</tr>
</tbody>
</table>

Table 2.2: Characteristic Deformation
The relative deformation gradient is developed next. Consider the deformation along a flow line with initial position and time \((x, t)\), where the deformation starting at \(t_1\) towards \(t_2\), where \(t_2 > t_1\). Then the forward in time deformation is denoted, \(F(x, t; t_1, t_2)\) and must be equal to the gradient at position \(t_1\) of the flow starting at \(t_1\) moving in time towards \(t_2\), that is,

\[
F(x, t; t_1, t_2) = \nabla_z X(z, t_1; t_2),
\]

where \(z = X(x, t; t_1)\), is the position of the parcel of fluid at \(t_1\) that started life at position and time \((x, t)\). Note that the subscript \(z\) on the \(\nabla\) means that the del operator is with respect to \(z\). Note, if \(t_1 = t\) then \(z = x\) and \(F(x, t; t, t_2) = \nabla_x X(x, t; t_2) = \nabla X(x, t; t_2)\). The argument presented in \([30, 31]\) is to assume that \(X\) is a diffeomorphism and hence is 'smooth' enough to allow for the interchange of limits. This interchange is used after applying a partial derivative to (2.12) with respect to time as follows next,

\[
\frac{\partial F(x, t; t_1, t_2)}{\partial t_2} = \frac{\partial \nabla_z X(z, t_1; t_2)}{\partial t_2} = \nabla_z \frac{\partial X}{\partial t_2}.
\]

Now apply equation (2.11) to obtain

\[
\frac{\partial F(x, t; t_1, t_2)}{\partial t_2} = \nabla_z u(X(z, t_1; t_2), t_2).
\]
Next change the coordinates of the gradient from \( z \) to \( x \) by use of the definition of the relative deformation gradient (2.12) and the chain rule

\[
\frac{\partial \mathbf{F}(\mathbf{x}, t; t_1, t_2)}{\partial t_2} = \nabla \mathbf{u}(\mathbf{X}(\mathbf{x}, t; t_2), t_2) \mathbf{F}(\mathbf{x}, t; t_1, t_2).
\] (2.15)

Equation (2.15) states that the change in the relative deformation gradient with respect to time, is the deformation of the gradient of the velocity field deformed towards \( t_2 \) with the initial condition \( \mathbf{F}(\mathbf{x}, t; t_1, t_1) = \mathbf{I} \), where \( \mathbf{I} \) is the identity tensor. A differential equation in the form of (2.15) is solved numerically in Chapter 3, in a more general setting, and used in the numeric solution to the stress PDE. The form of equation (2.15) is critical to the numeric solution of the elastic stress partial differential equation. In addition, (2.15) is a fundamental component of the general solution to the Riccati differential equation.

Since the fluid is incompressible the determinant of the deformation \( \mathbf{F} \) must be one, that is, \( \det \mathbf{F} = 1 \) [8]. Therefore \( \mathbf{F} \) is invertible and \( \mathbf{F}^{-1} \) is simply the deformation backwards in time, where \( t_2 > t_1 \). Note, the product of the forward and backward deformation should be the identity, i.e.,

\[
\mathbf{F}(\mathbf{x}, t; t_1, t_2)\mathbf{F}(\mathbf{x}, t; t_2, t_1) = \mathbf{I}.
\] (2.16)

In order to determine the derivative of the backwards deformation, use (2.12), and apply the product rule to (2.16),

\[
0 = \frac{\partial \mathbf{F}(\mathbf{x}, t; t_1, t_2)}{\partial t_2} \mathbf{F}(\mathbf{x}, t; t_2, t_1)
\]

\[
= \frac{\partial \mathbf{F}(\mathbf{x}, t; t_1, t_2)}{\partial t_2} \mathbf{F}(\mathbf{x}, t; t_2, t_1) + \mathbf{F}(\mathbf{x}, t; t_1, t_2) \frac{\partial \mathbf{F}(\mathbf{x}, t; t_2, t_1)}{\partial t_2}
\]

\[
= \nabla \mathbf{u}(\mathbf{X}(\mathbf{x}, t; t_2), t_2) + \mathbf{F}(\mathbf{x}, t; t_1, t_2) \frac{\partial \mathbf{F}(\mathbf{x}, t; t_2, t_1)}{\partial t_2},
\] (2.19)
and gives the differential equation for the backwards deformation gradient,

\[ \frac{\partial F(x, t; t_1, t_2)}{\partial t_2} = -F(x, t; t_1, t_2)^{-1} \nabla u(X(x, t; t_2), t_2) \]
\[ = -F(x, t; t_2, t_1) \nabla u(X(x, t; t_2), t_2), \]  \hspace{1cm} (2.20)

with initial condition \( F(x, t; t_1, t_1) = I \). This result is required for the solution to the Lie derivative representation of the stress PDE. The equations (2.15) and (2.20) are two components that will be used to show that the Lie derivative is of the form of the Oldroyd-B stress model. Now, consider a generalization of (2.15), beginning with the transition matrix \( L \) that satisfies the differential equation,

\[ \frac{\partial L(x, t; t_1, t_2)}{\partial t_2} = \Phi(X(x, t; t_2), t_2) L(x, t; t_1, t_2), \]  \hspace{1cm} (2.21)

with initial condition \( L(x, t; t_1, t_1) = I \), where \( \Phi \) is some objective rate.

Similarly, define the derivative of the backwards in time transition matrix \( L(x, t; t_2, t_1) \), where here again \( t_1 < t_2 \),

\[ \frac{\partial L(x, t; t_2, t_1)}{\partial t_2} = -L(x, t; t_2, t_1) \Phi(X(x, t; t_2), t_2), \]  \hspace{1cm} (2.22)

with initial condition \( L(x, t; t_2, t_2) = I \).

In Chapter 3 the numeric approximation to (2.21) is used in conjunction with the numeric solution to the generalized Lie derivative to numerically solve the stress partial differential equation (2.6). Before the generalized lie derivative is developed a short digression is made to define the total derivative as it is an important part of the Lie derivative.
Given any function, \( f(x, t) \) with Lagrangian coordinates \( \mathbf{X}(x, t; t) = x \), where the time \( t \) in both frames is the same. Then the following must hold,

\[
f(x, t) = f(\mathbf{X}(x), t) = F(\mathbf{X}, t),
\]

and after taking the gradient and using the chain rule,

\[
\begin{bmatrix}
\frac{\partial F}{\partial \mathbf{x}} & \frac{\partial F}{\partial t}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial f}{\partial \mathbf{x}} & \frac{\partial f}{\partial t}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial \mathbf{x}}{\partial \mathbf{X}} & \frac{\partial \mathbf{x}}{\partial \mathbf{t}}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial f}{\partial \mathbf{x}} & \frac{\partial f}{\partial \mathbf{t}}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial \mathbf{X}}{\partial \mathbf{x}} & \mathbf{v}
\end{bmatrix}.
\]

In [11] the second equation from the second product in 2.24 is the well known relationship between Lagrangian and Eulerian frames, the so called total derivative,

\[
\frac{DF(\mathbf{x}, t)}{Dt} = \frac{Df(\mathbf{x}, t)}{Dt} = \frac{\partial f(\mathbf{X}(x, t; s))}{\partial s} \bigg|_{s=t} = \mathbf{f}_t + \mathbf{v} \cdot \nabla \mathbf{f}.
\]

The expression on the left hand side of (2.25) is in the Lagrangian frame and the right hand side is in the Eulerian frame.

Next the Lie derivative is developed. It can be shown that the Lie derivative in the Stress constitutive equation (2.6) is equivalent to the following equation,

\[
\mathcal{L}_{\mathbf{v}, \mathbf{L}} \mathbf{\zeta} (t) := \mathbf{L}(t; t, s) \frac{D}{Ds} \left( \mathbf{L}(t; s, t) \mathbf{\zeta} (s, t) \mathbf{L}(t; s, t)^T \right) \mathbf{L}(t; t, s)^T \bigg|_{s=t},
\]

where \( \mathbf{L}(t; s, s) = I \) and \( t < s \). It must be noted that (2.26) is a derivative in the Lagrangian frame and yet another form of the generalized Lie derivative. In fact, all objective rates of second order tensors are Lie derivatives [34]. The specific form of the Lie derivative used in equation (2.26) is known as the Truesdell stress rate and is the Lie derivative of the so called Kirchhoff stress tensor [50].
Think of the \( L(t; t, s) \) function as a change in the dynamic system from \( t \) to \( s \). Then, \( L(t; t, s)L(t; s, t) = I \), which is the same as \( L(t; t, s) = L(t; s, t)^{-1} \) and \( L(t; t, s)^{-1} = L(t; s, t) \) and should be interpreted to mean that the product is equivalent to no change in the system, that changes are locally linearizable, invertible (because incompressibility guarantees that \( \det(L) \neq 0 \)) and that this is true for both directions of flow in time.

Applying the product rule to the derivative in (2.26) yields the following,

\[
\mathcal{L}_{v, \zeta}(t) = L(t; t, s) \frac{DL(t; s, t)}{Ds} \zeta(s, t) L(t; s, t)^T L(t; t, s)^T |_{s=t} + L(t; t, s) L(t; s, t) \frac{D\zeta(s, t)}{Ds} L(t; s, t)^T L(t; t, s)^T |_{s=t} + L(t; t, s) L(t; s, t) \zeta(s, t) \frac{DL(t; s, t)^T}{Ds} L(t; t, s)^T |_{s=t}. \tag{2.27}
\]

There are three terms in 2.27. The first term requires the forward in time equation 2.21 to simplify and becomes the second term in 2.28. The third term requires the backwards in time equation 2.22 to simplify and becomes the third term in 2.28. The middle term uses 2.16 to simplify and becomes the total derivative in 2.28.

\[
\frac{D\zeta(s, t)}{Ds} + \Phi \zeta(t, t) - \zeta(t, t) \Phi^T |_{s=t}. \tag{2.28}
\]

The generalized Lie derivative, denoted \( \mathcal{L}_{v, \Phi} \zeta(t) \), is defined as,

\[
\mathcal{L}_{v, \Phi} \zeta(t) = \frac{D\zeta(t)}{Dt} - \Phi(t) \zeta(t) - \zeta(t) \Phi(t)^T, \tag{2.29}
\]

where \( \zeta \) is a second order tensor, \( \frac{D}{Dt} \) is the total derivative, \( v \) is the flow field and \( \Phi \) is some objective rate.
Then for the stress tensor $\tau$, the velocity field $u$ and with the objective rate $\nabla u$ the Lie derivative becomes,

$$\mathcal{L}_{u,\nabla u} \tau = \frac{D\tau(t)}{Dt} - \nabla u(t) \tau(t) - \tau(t) \nabla u(t)^T. \quad (2.30)$$

Equation (2.30) is obtained by letting $\Phi = \nabla u$ in (2.29) and expressing the total derivative using its definition (2.25) the Lie derivative turns into the so-called Upper Convected Maxwell Derivative (UCMD) or more simply the Upper Convected Derivative (UCD). The UCD is at the heart of the Oldroyd-B stress model which is used for many of the results presented in Chapter 4 as well as the vehicle for drawing the connection between the Lie derivative and the symmetric matrix Riccati differential equation (SMRDE).

Next, let $\Phi = -\nabla u^T$, then the Lie derivative becomes what is known as the lower convected derivative.

$$\mathcal{L}_{u,-\nabla u^T} \tau = \frac{\partial \tau}{\partial t} + u \nabla \tau + \nabla u^T \tau + \tau \nabla u, \quad (2.31)$$

where $\frac{D\tau(t)}{Dt} = \frac{\partial \tau(t)}{\partial t} + u \nabla \tau$ is the total derivative defined by equation (2.25). This form of stress model is not used.

The Johnson-Segalman objective rate, defined in [24], becomes the Gordon-Schowalter derivative by letting $\Phi = \frac{a+1}{2} \nabla u + \frac{a-1}{2} \nabla u^T$, where $a \in [-1, 1]$, in the Lie derivative,

$$\mathcal{L}_{u,\Phi} \tau = \frac{\partial \tau}{\partial t} + u \nabla \tau - \Phi \tau - \tau \Phi^T, \quad (2.32)$$
where again the Eulerian form of the total derivative has been used. The parameter $a$ is known as the slippage parameter. The slippage parameter is related to how much energy is transmitted to the bulk fluid as viscoelastic particles slide through the bulk.

In [30,31] it is shown that the form of the equations (2.30), (2.31) and (2.32) is that of a SMRDE,

$$
\frac{D\zeta(t)}{Dt} = A\zeta + \zeta A^T - \zeta B\zeta^T + G. \quad (2.33)
$$

A general SMRDE can be rewritten using a Lie derivative $L_{u,\Phi}\zeta = G$, by setting $\Phi = A - \frac{1}{2}B\zeta$ and taking advantage of properties of symmetric second order tensors. The solution to the SMRDE can be developed and requires a transition matrix $L$ that satisfies (2.21).

Now that it has been shown how a SMRDE can be written as a Lie derivative and that the Truesdell stress rate, (2.26), is a Lie derivative, these relationships are used to solve the stress PDE, (2.6). However, before the solution to (2.6) is discussed, the Oldroyd-B stress model is shown to be equivalent to (2.6). The modified Oldroyd-B stress model used in this work is,

$$
\tau + W_i\varphi\left(\frac{\partial \tau(t)}{\partial t} + u\nabla \tau(t) - \nabla u(t) \tau(t) - \tau(t) \nabla u(t)^T\right) = 2\eta_p\varphi D(u), \quad (2.34)
$$

where $W_i = \lambda U_0 L_0 = \lambda/T_0$ is the Weissenberg number. In the modification of the Oldroyd-B model introduced in this work is the multiplication, of $W_i$, by the biofilm volume fraction, $\varphi$. Note, $W_i$ is dependent on the relaxation time, $\lambda$, and the time scale $T_0$. By changing the relaxation time or the characteristic time, a problem can
change from a high Weissenberg number problem \((\text{Wi} >> 1)\) to a low Weissenberg number problem \((\text{Wi} << 1)\).

When the Weissenberg number is large, numeric methods predict large, erroneous stresses when describing viscoelastic fluid flowing through physical contractions [15]. In this work a viscous fluid does exhibit contracting flow, as it flows over and around a polymer, however, the viscoelastic fluid does not flow through a contraction. Therefore, the HWNP is not an issue in this work at this time. Dupret [14], showed that the symmetry of the numeric form of the stress tensor must be preserved, this symmetry is critical for maintaining the stability of the numeric method in the sense of Hadamard. Next the Oldroyd-B model is shown to be a Lie derivative and by extension a SMRDE. The purpose is to demonstrate that all the developments concerning the Lie derivative apply to the classic Oldroyd-B stress model.

In order to show that the Oldroyd-B model can be written as a Lie derivative first consider \(\mathcal{L}_{\mathbf{u}, \nabla \mathbf{u}} (\tau + \frac{\eta_p}{\text{Wi}} \mathbf{I})\). Since the Lie derivative is a linear operator the effects of applying the Lie derivative to each term is considered separately. This particular Lie derivative acting upon \(\tau\) gives the UCD,

\[
\mathcal{L}_{\mathbf{u}, \nabla \mathbf{u}} (\tau) = \frac{\partial \tau (t)}{\partial t} + \mathbf{u} \nabla \tau (t) - \nabla \mathbf{u} (t) \tau (t) - \tau (t) \nabla \mathbf{u} (t)^T ,
\]

which is (2.30) with the total derivative (2.25) written out. The reader should note that this expression is a substantial component of the Oldroyd-B model, (2.34). The application of the Lie derivative to the identity tensor, \(\mathbf{I}\), gives the well known symmetric part of the velocity field since the total derivative of a constant is the zero tensor. This is,

\[
\mathcal{L}_{\mathbf{u}, \nabla \mathbf{u}} \mathbf{I} = -2D(\mathbf{u}).
\]
Then the Oldroyd-B model (2.34) can be written as, \( \tau + \text{Wi}\varphi L_{u,\nabla u}\tau = -\eta_p\varphi L_{u,\nabla u}I \)
and use the linearity of the Lie derivative operator to get,

\[
\tau + \text{Wi}\varphi L_{u,\nabla u}\left( \tau + \frac{\eta_p}{W_i}I \right) = 0. \tag{2.37}
\]

Now add \( \frac{\eta_p}{W_i}I \) to both sides of (2.37),

\[
\tau + \frac{\eta_p}{W_i}I + \text{Wi}\varphi L_{u,\nabla u}\left( \tau + \frac{\eta_p}{W_i}I \right) = \frac{\eta_p}{W_i}I. \tag{2.38}
\]

Then make the substitution of the so-called conformation stress, \( c \), defined here,

\[
c = \tau + \frac{\eta_p}{W_i}I. \tag{2.39}
\]

Then

\[
\varphi L_{u,\nabla u}(c) + \alpha c = \beta I, \tag{2.40}
\]

where \( \alpha = \frac{1}{W_i} \) and \( \beta = \frac{\eta_p}{W_i}\). The subtle change from the stress model presented in [30, 31] and the stress model, (2.6), finally must be addressed. The scaling by the polymer volume fraction, \( \varphi \), in (2.6), means that the solution proposed in [30,31] cannot be used without first making an argument. The argument proceeds as follows, for non-zero values of the polymer volume fraction, \( \varphi \), divide both sides of the stress partial differential equation by the polymer volume fraction, \( \varphi \), incorporate, \( \varphi \), into the \( \alpha \) and \( \beta \) expressions and use the solution described in [30,31]. However, below some small threshold value of the polymer volume fraction, \( \varphi \), the elastic stress is essentially zero, the stress partial differential equation does not need to be solved and the contribution to the Navier-Stokes equation from the elastic stress is essentially zero. In this way the division by zero can be avoided because no solution is attempted.
Note that the Oldroyd-B model can be rewritten in the form of a SMRDE, (2.33), using $A = \frac{1}{2\Wi} I - \nabla \mathbf{u}$, $B = 0$ and $G = \frac{n_p}{\Wi} I$. Then immediately, the transition matrix satisfies (2.21) and the process developed above can be used to solve for the transition matrix, which in the Oldroyd-B model case, is the conformation stress, $\mathbf{c}$. Note that if instead the parameter $\beta$ is defined as $\beta = \frac{n_p}{a\Wi^2}$, then the Johnson-Segalman objective rate has been used which translates into the Gordon-Schowalter derivative. Once again, this can be found in [30, 31].

**Advection Equation:**

The next DE is the advection equation, (2.7). The biofilm volume fraction has been assigned the variable, $\varphi$. Growth is not considered because the time scale for the model is orders of magnitude less than a growth time scale. The advection equation states that the material derivative of the biofilm volume fraction, over the velocity field $\mathbf{u}$ is zero.

**Eulerian Lagrangian Method:**

The NSE (2.3) is solved using the Eulerian Lagrangian method (ELM). The ELM uses a forward Euler approximation of the time derivative in the NSE. The previous locations of viscoelastic particles are a function of the velocity field. These points in the past are referred to collectively as departure feet and individually as a departure foot. The departure feet DE is derived from equation (2.11) by setting $s = t$ and so the departure feet DE is implicitly defined by,

$$\frac{\partial \mathbf{x}}{\partial t} = \mathbf{u} \left( \frac{\mathbf{y} + \mathbf{x}}{2}, t \right), \quad (2.41)$$
where $\tilde{y}$ is the departure foot. It should be noted that (2.41) is a restated version of (2.11).

While the departure foot DE is not an explicit component of the system of equations that models viscoelastic fluid flow, it is fundamental to the solution of that system. So, the departure foot DE is discussed here. Since derivatives with respect to time need to be numerically approximated in the Navier-Stokes equation (2.3) and the stress PDE (2.6), there is a need to determine where parcels of fluid were physically located in the past, as in Figure 2.2, before they arrived at a node or Gaussian quadrature point in the present. In the figure the perfect departure foot, $\tilde{y}$, on the streamline, is depicted between the current $x(t_n)$ and the past $x(t_{n-1})$ positions. These positions from the past are called Departure Feet in honor of the work in [30,31] wherein this naming convention is used. The reason that these positions need to be known is because the elastic stress at these past locations effects the elastic stress at the current location. The implicit solution to (2.41), determined using Newton’s method is discussed in the numeric model section.

Figure 2.2: A flow line depicting a departure foot.

The solution to the departure foot DE (2.41) has a CFL type condition, the violation of which causes the method to become unstable. The instability is attributed to the lack of continuity of the gradient of the velocity. Since the solution to the departure foot algorithm depends upon the gradient of the velocity this continuity
issue is disastrous should a departure foot be required to leave the element it initially occupied. The original element requirement for the departure feet is likely the result of the FEM solution to the velocity. The FEM velocity solution in produces a surface that is continuous but where the gradient is discontinuous. This gradient continuity issue can be addressed by increasing the number of degrees of freedom for each element. This has not been done in this work. So, if the product of the time step and the magnitude of the velocity, at a point, is too large then a departure foot will leave its original element. Hence, the limitation to the size of this product which is not unlike a CFL condition. This is the only incidence of instability that the numeric solution to the model has ever exhibited.

**Finite Element Model:**

The finite element method developed in [47] is used to compute the solutions to the system of PDEs introduced in this work. The finite element method begins with the weak form of the Eulerian Lagrangian method (ELM). The domain is partitioned using, in this case, triangles. Figure 2.3 shows a 4X4 triangle partitioning. A discrete mesh of points, based on the degree of basis functions used, is then placed on this grid of elements. Using piece-wise defined polynomials, quadratic and linear in this work, as basis functions that are then defined on the points of each element. The velocity and pressure are approximated as linear combinations of these basis functions where the scaling coefficients are unknown. After substitution of the approximations into weak forms a system of algebraic equations is obtained. These integral equations are approximated using Gaussian quadrature, 13 point in each element and 4 point on the boundary of the domain. The barycentric coordinates and weights for these points are listed in Tables 2.3 and 2.4.
The degree of the basis functions used to approximate the various physical properties in the presented model are quadratic basis functions for the biofilm volume fraction, the three stress tensor components and the horizontal and vertical velocities. Linear basis functions are used for the pressure. In order to satisfy the so called inf-sup condition [16] the degree of the basis functions used for the pressure must be less than the degree used for the velocity basis functions. The classic Taylor-Hood element, which satisfies the inf-sup condition, is used in this work and presented in [53]. For a 2-D triangular mesh there are three linear basis functions and six quadratic basis functions. These basis functions are described in terms of the so called barycentric coordinates, $\chi, \omega$. Each of the triangular elements can be transformed into a single reference triangle in barycentric coordinates, see Figure 2.4. The following are a list of the linear and quadratic basis functions in barycentric coordinates that have been used.

Figure 2.3: A 4X4 triangle partitioning of the domain.

Figure 2.4: Transform a coordinate using a reference triangle.
Linear Basis Functions:

\[ LBf_1 = \chi, \quad LBf_2 = \omega, \quad LBf_3 = 1 - \chi - \omega. \]  (2.42)

Quadratic Basis Functions:

\[ QBf_1 = \chi(2\chi - 1), \quad QBf_2 = 4\chi\omega, \]
\[ QBf_3 = \omega(2\omega - 1), \quad QBf_4 = 4\omega(1 - \chi - \omega), \]
\[ QBf_5 = (1 - \chi - \omega)(2(1 - \chi - \omega) - 1), \quad QBf_6 = 4\chi(1 - \chi - \omega). \]  (2.43)

Partials of the Linear Basis Functions:

\[ \frac{\partial LBf_1}{\partial \chi} = 1, \quad \frac{\partial LBf_1}{\partial \omega} = 0, \]
\[ \frac{\partial LBf_2}{\partial \chi} = 0, \quad \frac{\partial LBf_2}{\partial \omega} = 1, \]
\[ \frac{\partial LBf_3}{\partial \chi} = -1, \quad \frac{\partial LBf_3}{\partial \omega} = -1. \]  (2.44)

Partials of the Quadratic Basis Functions:

\[ \frac{\partial QBf_1}{\partial \chi} = 4\chi - 1, \quad \frac{\partial QBf_1}{\partial \omega} = 0, \]
\[ \frac{\partial QBf_2}{\partial \chi} = 4\omega, \quad \frac{\partial QBf_2}{\partial \omega} = 4\chi, \]
\[ \frac{\partial QBf_3}{\partial \chi} = 0, \quad \frac{\partial QBf_3}{\partial \omega} = 4\omega - 1, \]
\[ \frac{\partial QBf_4}{\partial \chi} = -4\omega, \quad \frac{\partial QBf_4}{\partial \omega} = 4(1 - \chi - 2\omega), \]
\[ \frac{\partial QBf_5}{\partial \chi} = -4(1 - \chi - \omega) + 1, \quad \frac{\partial QBf_5}{\partial \omega} = -4(1 - \chi - \omega) + 1, \]
\[ \frac{\partial QBf_6}{\partial \chi} = 4(1 - 2\chi - \omega), \quad \frac{\partial QBf_6}{\partial \omega} = -4\chi. \]  (2.45)
The coordinates of Gaussian quadrature points, see Tables 2.3, 2.4, for every triangular element, need to be converted from barycentric to Cartesian coordinates, in order to determine their departure feet and then converted back to barycentric for use in the basis functions. The departure feet for the Gaussian quadrature points when solving (2.3) for the velocity and pressure are needed. The departure feet for all of the quadratic nodes for each element need to be converted into barycentric coordinates when solving (2.6) locally for the stress tensor components. The vertices of a triangular element are used to determine the barycentric coordinates of a Gaussian quadrature point. Given Cartesian coordinates, \((x_1, y_1), (x_2, y_2)\) and \((x_3, y_3)\) for the vertices of an element and a Cartesian point \((x_0, y_0)\) whose corresponding barycentric point is given by the following sequence of calculations. The barycentric coordinates; \((\chi_0, \omega_0)\), are given by,

\[
\chi_0 = \frac{1}{2A}((x_0 - x_3)(y_2 - y_3) - (y_0 - y_3)(x_2 - x_3)), \\
\omega_0 = \frac{1}{2A}((x_0 - x_1)(y_3 - y_1) - (y_0 - y_1)(x_1 - x_3)),
\]

(2.46)

where

\[
\alpha_1 = x_2y_3 - x_3y_2, \\
\alpha_2 = x_3y_1 - x_1y_3, \\
\alpha_3 = x_1y_2 - x_2y_1, \\
A = \frac{1}{2}(\alpha_1 + \alpha_2 + \alpha_3).
\]

(2.47)
The cartesian coordinates, \((x_0, y_0)\), are given by,

\[
x_0 = \frac{1}{b_1 c_2 - c_1 b_2} (c_2 a_1 - c_1 a_2),
\]

\[
y_0 = \frac{1}{b_1 c_2 - c_1 b_2} (b_1 a_2 - b_2 a_1),
\]

(2.48)

where

\[
a_1 = 2A\chi_0 + x_3(y_2 - y_3) - y_3(x_2 - x_3),
\]

\[
b_1 = y_2 - y_3,
\]

\[
c_1 = x_3 - x_2,
\]

\[
a_2 = 2A\omega_0 + x_1(y_3 - y_1) + y_1(x_1 - x_3),
\]

\[
b_2 = y_3 - y_1,
\]

\[
c_2 = x_1 - x_3.
\]

(2.49)

<table>
<thead>
<tr>
<th>(\chi)</th>
<th>(\omega)</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.479308067841923</td>
<td>0.260345966079038</td>
<td>-0.149570044467670</td>
</tr>
<tr>
<td>0.260345966079038</td>
<td>0.479308067841923</td>
<td>0.175615257433204</td>
</tr>
<tr>
<td>0.260345966079038</td>
<td>0.260345966079038</td>
<td>0.175615257433204</td>
</tr>
<tr>
<td>0.869739794195568</td>
<td>0.065130102902216</td>
<td>0.053347235608839</td>
</tr>
<tr>
<td>0.065130102902216</td>
<td>0.869739794195568</td>
<td>0.053347235608839</td>
</tr>
<tr>
<td>0.065130102902216</td>
<td>0.065130102902216</td>
<td>0.053347235608839</td>
</tr>
<tr>
<td>0.638441885698090</td>
<td>0.312865496004875</td>
<td>0.077113760890257</td>
</tr>
<tr>
<td>0.312865496004875</td>
<td>0.638441885698090</td>
<td>0.077113760890257</td>
</tr>
<tr>
<td>0.638441885698090</td>
<td>0.048690315425316</td>
<td>0.077113760890257</td>
</tr>
<tr>
<td>0.048690315425316</td>
<td>0.638441885698090</td>
<td>0.077113760890257</td>
</tr>
<tr>
<td>0.048690315425316</td>
<td>0.312865496004875</td>
<td>0.077113760890257</td>
</tr>
<tr>
<td>0.312865496004875</td>
<td>0.048690315425316</td>
<td>0.077113760890257</td>
</tr>
</tbody>
</table>

Table 2.3: 13 Point 2-D Gaussian Quadrature
Table 2.4: 4 Point 1-D Gaussian Quadrature

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.65214515</td>
</tr>
<tr>
<td>0.33998194</td>
<td>0.65214515</td>
</tr>
<tr>
<td>-0.33998194</td>
<td>0.34785485</td>
</tr>
<tr>
<td>-0.86113631</td>
<td>0.34785485</td>
</tr>
</tbody>
</table>

The initial conditions are quite simple. Initially, the velocity, the pressure and the stress, are set equal to zero. However, the biofilm volume fraction is initialized with a value of 0.1 for various initial profiles. These different cases are detailed in Chapter 4. The initial configuration of the polymer is “softened” by diffusion so that the transition region from polymer to solvent is differentiable, i.e., there are no corners. This "softening" diffusion is implemented using only diffusion with no advection and is described by (2.50) next,

$$\frac{\partial \varphi}{\partial t} = \nabla \cdot \left( D_{\text{coeff}} \nabla \varphi \right).$$

The diffusion softening effects applied to an initial biofilm profile that has a stalk and bulb in the middle of the domain is graphed in Figure 2.5. The rounded edges of the “softened” initial biofilm profile ensure that the spatial derivatives exist across these sharp transitions. The diffusion process is run for 8000 iterations in order to eliminate the oscillations that persist for thousands of iterations on the boundary of the biofilm. The diffusion coefficient for this softening is very small so that over the course of the thousands of iterations the biofilm does not substantially diffuse away. It should be noted that the softening diffusion coefficient is at least an order of
magnitude greater than the diffusion that is artificially introduced into the advection equation in order to stabilize the numerics. The number of time steps that are used in the results section are more than an order of magnitude less than the 8000 used here. Hence, the impacts of the artificial diffusion introduced into the advection equation are negligible. This is discussed in more detail in Chapter 3.

**Boundary Conditions:**

The boundary conditions for the velocity are what one would expect, no slip at the walls, prescribed inlet and equilibrium at the exit. The velocity has Dirichlet boundary conditions on the top, bottom and front of the domain. The boundary conditions at the exit are mixed; Dirichlet for the the vertical velocity and Neumann for the horizontal velocity. On the top, \( y = 1 \), and bottom \( y = 0 \), of the domain
both the vertical and horizontal velocities are set constant and equal to zero. At the inlet, $x = 0$, of the domain the vertical velocity is constant and zero. However, the horizontal velocity at the inlet of the domain is more complicated. Initially, at $t = 0$, the inlet horizontal velocity is zero. For non-zero time the inlet boundary condition is a quadratic that grows over a specific amount of time until reaching a predetermined maximum. Beginning with the quadratic profile, $4y(1-y)$, and scaling by an increasing function that grows to a prescribed maximum of 0.1. The maximum of the initial quadratic is one and occurs at $y = 0.5$. This maximum was chosen by trial and error so that the apparent CFL condition on the hidden departure foot algorithm could be met with a larger time step value of $0.1\Delta x$. The inlet horizontal boundary condition is scaled by an increasing function that ramps up slowly over time. This ramp function provides a method by which the inflow can be increased. The ramp function is as follows,
ramp = 0.1 \sin(Ft), \quad (2.51)

where \( F = \frac{\pi}{2\text{RampTime}} \) and \( \text{RampTime} \) is 50\( \Delta t \). The ramp time is the length of time assigned for the quadratic inlet horizontal velocity boundary condition function maximum to increase from zero to 0.1. The size of the ramp time was chosen to be 50 time steps, i.e., 50\( \Delta t \), so as to smooth out the changes to the system and thereby avoid “shocking” the velocity profile. The complete inlet horizontal boundary condition function for \( 0 \leq t \leq \text{RampTime} \) is,

\[
\begin{align*}
\mathbf{u}(x, y, t) \bigg|_{x=0} &= \mathbf{u}(0, y, t) = \sin(Ft)0.4y(1 - y), \\
\end{align*}
\]

and for \( \text{RampTime} < t \), \( \mathbf{u}(0, y, t) = 0.4y(1 - y) \). This inlet horizontal boundary condition is used until a prescribed time is attained. The inlet boundary condition is then ramped down using the same process but with the cosine function instead of sine.

The boundary conditions on the exit are as the follows.

\[
\begin{align*}
\nabla u(x, y, t) \bigg|_{x=1} &= 0, \\
v(1, y, t) &= 0, \\
\varphi(0, y, t) &= 0, \\
\nabla \varphi(x, y, t) \bigg|_{x=1} &= 0, \\
\nabla \varphi(x, y, t) \bigg|_{y=0} &= 0, \\
\nabla \varphi(x, y, t) \bigg|_{y=1} &= 0.
\end{align*}
\]
The exit vertical velocity, $v$, has Dirichlet BCs set equal to zero and the horizontal velocity, $u$ has Neumann BCs set equal to zero. The biofilm volume fraction, $\varphi$, has zero Dirichlet BC at the inlet and zero Neumann BCs on the top and bottom. The BC for the biofilm volume fraction at the exit is Neumann set equal to zero. This could be an issue if the polymer were ever to run into the exit boundary. For this work the amount of real world time necessary for this to occur is computationally prohibitive. The pressure and stress do not have any BCs. In fact, assigning even a single pressure boundary condition, over determines the system.
NUMERICAL METHODS

The numerical methods chapter begins with the algorithm produces the solutions presented in Chapter 4. Then what follows is a development of the mathematic equations for the numeric methods used to solve for the departure feet, the horizontal and vertical velocities, pressure, stress and biofilm volume fraction. The resulting system of linear equations is solved using parallel processing with the Trilinos library called AztecOO.

**Numeric Model:**

The numeric methods developed in this chapter are developed in a specific order, originally developed in [30,31] and then modified here in this work. The change to the algorithm from [30,31] is the addition of an advection equation applied to the biofilm volume fraction. Since the heart of the numeric solution to the system of DEs which describe the viscoelastic behavior of biofilm flow is this algorithm, the algorithm is described prior to the introduction of of the numeric methods.

**Algorithm:**

There are several numeric methods that must be discussed. The numerics for the coupled system of the departure feet, pressure, velocities, stresses and biofilm DEs are detailed shortly. The order in which these DEs are solved is enumerated below. An outline of the algorithm starts at time step $t_n$. The departure feet for all Gaussian quadrature points, shown in Tables 2.3, 2.4 and quadratic nodes are first determined. Then velocity, pressure and stress are solved iteratively. Using the iteration index $l$ the terms associated with this index at time step $n$ for the velocity,
pressure and stress are \( u^{n,l}, p^{n,l} \) and \( \tau^{n,l} \) respectively. First, assume that the velocity, pressure and stress are known for iteration step \( l \). Now solve for the velocity and pressure at iteration step \( l + 1 \) using the Trilinos iterative (yes yet another level of iteration) solver built into the AztecOO library using a sparse matrix and parallel processing. Next the velocity at iteration step \( l + 1 \), which is \( u^{n,l+1} \), is used to solve for the next iteration of the stress \( \tau^{n,l+1} \). It should be noted the departure feet are not recomputed for each \( l \) iteration. The new velocities, pressures and stresses all depend on these departure feet. This \( l \) iteration process is repeated until the exit condition

\[
\|u^{n,l+1} - u^{n,l}\|_{L^2} + \|p^{n,l+1} - p^{n,l}\|_{L^2} < Tol,
\]

where \( Tol \) is some tolerance, is met. Once the exit condition is met then it is assumed that the velocity and pressure have converged, the time step is iterated and the velocity, pressure and stress assignments are made,

\[
\begin{align*}
  u^{n,l+1} &= u^{n+1,0}, \quad p^{n,l+1} = p^{n+1,0}, \quad \tau^{n,l+1} = \tau^{n+1,0}. 
\end{align*}
\]  

(3.1)

Finally, \( u^{n+1,0} \) is used to solve for the biofilm volume fraction in the advection equation for the biofilm volume fraction at time step \( n + 1 \) is, \( \phi^{n+1} \). This process is repeated for the time iteration index \( n \) until the number of time steps needed to create a simulation is completed.

1. Solve Departure Foot at time \( t_n \): \( \tilde{y}^n \)

2. Iteratively Solve Navier-Stokes for time \( t_{n+1} \): \( u^{n,l}, p^{n,l} \)

3. Locally Solve Stress for time \( t_{n+1} \): \( \tau^{n,l} \)

4. Solve Advection for time \( t_{n+1} \): \( \phi^{n+1} \)

The numeric methods for each of these DEs are developed in order; softening diffusion, departure feet, Navier-Stokes, Stress and finally the advection equation.
In Chapter 2 the diffusion based “softening” of the initial biofilm volume fraction surface was introduced. Below, (3.2), (3.3), are the discrete weak forms for the diffusion equation, (2.50). The global matrix entries are,

\[
[A]_{i,j} = \int e \phi_i \phi_j + \varphi_{\text{old}} D_{\text{coeff}} k \left( \frac{\partial \phi_i}{\partial x} \frac{\partial \phi_j}{\partial x} + \frac{\partial \phi_i}{\partial y} \frac{\partial \phi_j}{\partial y} \right) dA,
\]

(3.2)

where \([A]_{i,j}\) is the \((i,j)\) element of the matrix \(A\), \(k\) is the time step \(\Delta t\), \(\phi_i\) are the quadratic test functions and \(\varphi_{\text{old}}\) is the known biofilm volume fraction. The right hand side (RHS) entries are,

\[
[F]_i = \int e \varphi_{\text{old}} \phi_i dA,
\]

(3.3)

where \([F]_i\) is the \(i\)th component of the right hand side vector. This diffusion is run for 8000 time steps with a small diffusion coefficient of \(10^{-5}\) and relatively large time step \(\Delta t = 1.0 \Delta x\). The global matrix \(A\) is size \(N_{\text{quad}} \times N_{\text{quad}}\), where \(N_{\text{quad}}\) is the number of quadratic nodes in the mesh. The RHS vector \(F\) has length \(N_{\text{quad}}\). The numeric solution to the departure feet DE is discussed next.

**Departure Feet:**

The algorithm begins with solving for the departure feet for the Gaussian quadrature points and the quadratic nodes of the mesh over the velocity field, \(u\). So, the departure feet numeric method is introduced first. As a reminder, the departure feet are necessary because the ELM requires that the horizontal and vertical velocities as well as the elastic stress of the fluid at time step \(t_n\) are known in the past \(t_{n-1}\).
This previous velocities and elastic stresses are found by following a characteristic backwards in time. These characteristic trajectories are functions of the gradient of the velocity field $\nabla u$. The numerics that capture these departure feet are introduced next.

While it is possible to solve for the departure feet explicitly such a scheme doesn’t preserve volume [30,31]. So, the departure feet DE must be solved implicitly. First an approximate solution for the departure feet is assigned the variable, $\tilde{y}$. A departure foot $\tilde{y}$ is where a point $(x,t)$ was at time $(t-\Delta t)$. There are more complex volume preserving schemes available but they have not been investigated. Applying the simplest implicit volume preserving scheme to (2.41) gives,

$$\frac{x-\tilde{y}}{k} = u(\tilde{y} + \frac{x}{2}, t),$$

(3.4)

where again, $k = \Delta t$, is the time step size. The implicit equation for the departure feet is then,

$$\tilde{y} = x - ku(\tilde{y} + \frac{x}{2}, t).$$

(3.5)

The function $G(y)$, is defined

$$G(y) = y - x + ku(\frac{y + x}{2}, t),$$

(3.6)

where $x$ and $t$ are constants. Then $\tilde{y}$ is the approximate solution to $G(y) = 0$. The Newton’s method solution begins with the linearization of $G$,

$$L(y) = \nabla G(y_0)(y - y_0) + G(y_0),$$

(3.7)
where \( y_0 \) is the initial guess. The Cartesian coordinate of a Gaussian quadrature point or quadratic mesh node are used as the initial guess. Then, per the standard Newton’s method used to solve nonlinear equations, a sequence \( y_n \) is introduced. It is assumed that if the sequence converges it converges to \( \tilde{y} \). The terms of the sequence are defined iteratively by,

\[
y_{n+1} = y_n - (\nabla G(y_n))^{-1}G(y_n),
\]

(3.8)

where \( \nabla G(y_n) = I + \frac{k}{2}\nabla u(y_n^k, t) \) and where \( y_0 \) and \( x \) are both either Gaussian quadrature points or quadratic nodes and \( y_n \to \tilde{y} \) as \( n \to \infty \). The gradient of the velocity is at the heart of the solution for the departure feet. This is the likely cause of errors should the location of a departure foot ever be found outside of the element in which the original point resided. By definition, the 2D velocity is,

\[
u = \begin{bmatrix} u(x, y) \\ v(x, y) \end{bmatrix},
\]

(3.9)

and the gradient of the velocity is,

\[
\nabla u = \begin{bmatrix} u_x & u_y \\ v_x & v_y \end{bmatrix}.
\]

(3.10)

By letting \( \det(\nabla u) \) and \( \text{tr}(\nabla u) \) denote the determinant and trace of \( \nabla u \) respectively. Then it can be shown that

\[
(\nabla G)^{-1} = \frac{1}{1 + \frac{k}{2}\text{tr}(\nabla u) + \frac{k^2}{4}\det(\nabla u)} \left( I + \frac{k}{2}\det(\nabla u)(\nabla u)^{-1} \right).
\]

(3.11)
The form of equation (3.11) will be seen again in the numerics section when determining the numeric solution to the stress PDE.

The finite element approximations for \( \mathbf{u} \) and \( \nabla \mathbf{u} \) are used when solving for \( \tilde{y} \). Once again, a hidden CFL type condition has been discovered for large values of \( \| \mathbf{u}(\mathbf{x}(t), t) \| \Delta t \), where \( \| \mathbf{u}(\mathbf{x}(t), t) \| \) is the magnitude of the velocity at position \( \mathbf{x}(t) \) and time \( t \). The violation of this CFL condition causes a breakdown in convergence and eventual failure of this numeric method. This CFL condition is likely the result of the finite element method producing solutions that are only \( C^0 \) and not \( C^1 \). Since the gradient of the velocity is a discontinuous surface and the departure feet solution depends on the continuity of the gradient of the velocity, this is likely the cause of the observed instability. A horizontal velocity surface with oscillations caused by this instability is presented and discussed in Chapter 4. The NSE, (2.3), solution is discussed next.

**Finite Element:**

The finite element method used to approximate the solutions to the velocity and pressure is now presented. The velocity is approximated using quadratic elements and the pressure is, for stability concerns, approximated on linear elements [53]. Numeric integration is performed on each element using 2-D thirteen point Gaussian quadrature and four point 1-D Gaussian quadrature on the boundary. The FEM approximation on element \( e \) for the horizontal and vertical velocity is

\[
\mathbf{u}_e(x, y) = \begin{bmatrix} u_{1,e}(x, y) \\ u_{2,e}(x, y) \end{bmatrix} = \begin{bmatrix} \sum_{i=1}^{6} u_{1,i} \phi_i(x, y) \\ \sum_{i=1}^{6} u_{2,i} \phi_i(x, y) \end{bmatrix},
\]

(3.12)
where the $\phi_i(x, y)$ are the quadratic basis functions described in (2.43) and $u_{1,i}$ and $u_{2,i}$ are the values of horizontal and vertical velocity at the quadratic element nodes.

The FEM approximation on element $e$ for the pressure are

$$p_e(x, y) = \sum_{k=1}^{3} p_i \psi_i(x, y),$$

(3.13)

where the $\psi_i(x, y)$ are the linear basis functions described in (2.42) and $p_i$ are the values of the pressure at the linear element nodes.

The velocity test function vectors are

$$v^1_j(x, y) = \begin{bmatrix} \phi_j(x, y) \\ 0 \end{bmatrix}, \quad v^2_j(x, y) = \begin{bmatrix} 0 \\ \phi_j(x, y) \end{bmatrix},$$

(3.14)

and the pressure test functions are

$$q^j_e(x, y) = \psi_j(x, y).$$

(3.15)

**Navier-Stokes:**

The time derivative in the NSE, (2.3), is numerically approximated using forward Euler in accordance with the ELM. The reader should note the use of the departure foot notation in the equation below,

$$\text{Re}_s \frac{\mathbf{u}}{k} = 2 \nabla \cdot \left[ \left( 1 + \varphi \left( \frac{\eta_p}{\eta_s} - 1 \right) \right) D(\mathbf{u}) \right]$$

$$- \nabla p + \nabla \cdot (\varphi (\tilde{y}) \mathbf{T} (\tilde{y})) + \text{Re}_s \frac{\mathbf{u}(\tilde{y})}{k}.$$
The notation from [30, 31] is reused in the weak forms that follow,

\[(a, b) = \int_a b dA, \quad (3.17)\]

where \(a\) and \(b\) are vectors and

\[(A : B) = \int_a \text{tr}(AB) dA, \quad (3.18)\]

where \(A\) and \(B\) are tensors.

The weak form for equation (3.16) is,

\[
\left( v_e, \text{Re}_s \frac{u_e^{\text{new}}}{k} \right) + 2 \left( 1 + \varphi \left( \frac{\eta_p}{\eta_s} - 1 \right) \right) \left( D(u_e^{\text{new}}) : D(v_e) \right) \\
- (\nabla \cdot v_e, p_e^{\text{new}}) = \left( v_e, \text{Re}_s \frac{u_e^{\text{old}}(\bar{y})}{k} \right) - (\varphi (\bar{y}) \tau_e^{\text{new}}(\bar{y}) : D(v_e)). \quad (3.19)
\]

There are two of these equations, one for the horizontal velocity and another for the vertical velocity, however at this stage the vertical velocity weak form is identical to the horizontal velocity weak form. The weak form for the incompressibility condition is,

\[
(\nabla \cdot u_e^{\text{new}}, q_e) = 0. \quad (3.20)
\]

The discrete versions of the weak forms follow. Starting with the horizontal velocity weak form,
\[
\int e Re_k \phi_i \sum_{j=1}^{6} u_{1,j} \phi_j + 2 \left( 1 + \varphi \left( \frac{\eta_p}{\eta_s} - 1 \right) \right) \frac{\partial \phi_i}{\partial x} \sum_{j=1}^{6} u_{1,j} \frac{\partial \phi_j}{\partial x} + \left( 1 + \varphi \left( \frac{\eta_p}{\eta_s} - 1 \right) \right) \frac{\partial \phi_i}{\partial y} \sum_{j=1}^{6} \left( u_{1,j} \frac{\partial \phi_j}{\partial x} + u_{2,j} \frac{\partial \phi_j}{\partial y} \right) - \frac{\partial \phi_i}{\partial x} \sum_{k=1}^{3} p_k \psi_k \mathrm{d}A \]
\[
= \int e \frac{Re_s}{k} \phi_i u_{1,e}^{\text{old}}(\tilde{y}) - \left( \frac{\partial \phi_i}{\partial x} \tau_{1,1,e}^{\text{old}}(\tilde{y}) + \frac{\partial \phi_i}{\partial y} \tau_{1,2,e}^{\text{old}}(\tilde{y}) \right) \varphi(\tilde{y}) \mathrm{d}A. \tag{3.21}
\]

Rewriting the weak form in order to pull out the variables \(u_{1,i}, u_{2,i}\) and \(p_i\) from the integrals gives,

\[
\sum_{j=1}^{6} u_{1,j} \int e \frac{Re_s}{k} \phi_i \phi_j + \left( 1 + \varphi \left( \frac{\eta_p}{\eta_s} - 1 \right) \right) \left( 2 \frac{\partial \phi_i}{\partial x} \frac{\partial \phi_j}{\partial x} + \frac{\partial \phi_i}{\partial y} \frac{\partial \phi_j}{\partial y} \right) \mathrm{d}A + \sum_{j=1}^{6} u_{2,j} \int e \left( 1 + \varphi \left( \frac{\eta_p}{\eta_s} - 1 \right) \right) \frac{\partial \phi_j}{\partial x} \frac{\partial \phi_i}{\partial y} \mathrm{d}A - \sum_{k=1}^{3} p_k \int e \frac{\partial \phi_i}{\partial x} \psi_k \mathrm{d}A
\]
\[
= \int e \frac{Re_s}{k} \phi_i u_{1,e}^{\text{old}}(\tilde{y}) - \left( \frac{\partial \phi_i}{\partial x} \tau_{1,1,e}^{\text{old}}(\tilde{y}) + \frac{\partial \phi_i}{\partial y} \tau_{1,2,e}^{\text{old}}(\tilde{y}) \right) \varphi(\tilde{y}) \mathrm{d}A. \tag{3.22}
\]

The discrete vertical velocity weak form is different from its horizontal counterpart and it is presented with the variables \(u_{1,i}, u_{2,i}\) and \(p_i\) already factored out of the integrals,
The weak form for the incompressibility equation is

\[
0 = \sum_{j=1}^{6} u_{1,j} \int_{\Omega} \partial \phi_{j} \partial x \psi_{i} dA + \sum_{j=1}^{6} u_{2,j} \int_{\Omega} \partial \phi_{j} \partial y \psi_{i} dA
\]  

(3.24)

The global matrix \( A \) is the assembly of 8 sparse matrices \( A_{11}, A_{12}, A_{21}, A_{22}, B_1, B_2, B_1^T, B_2^T \) and a zero matrix, \( 0 \) and is shown next,

\[
A = \begin{bmatrix}
A_{11} & A_{12} & B_1 \\
A_{21} & A_{22} & B_2 \\
B_1^T & B_2^T & 0
\end{bmatrix},
\]  

(3.25)

where the components of each matrix are given by the integral equations that follow shortly. The integrals are approximated using Gaussian quadrature. The whole system is

\[
AU = F,
\]  

(3.26)

where \( U = [u, v, p]^T, F = [F_1, F_2, 0]^T \),
The matrix components for the global matrix (3.25) are,

\[
[A_{11}]_{i,j} = \int_e Re \frac{k}{\phi_i \phi_j + \left(1 + \varphi \left(\frac{\eta_p}{\eta_s} - 1\right)\right) \left(\frac{2}{\partial x \phi_i \partial y \phi_j} + \frac{\partial \phi_i}{\partial x} \frac{\partial \phi_j}{\partial y}\right)} dA, \quad (3.27)
\]

Due to the symmetry of the problem \([A_{22}]_{i,j} = [A_{11}]_{i,j}\). This is not true for the remaining matrices.

\[
[A_{12}]_{i,j} = \int_e \left(1 + \varphi \left(\frac{\eta_p}{\eta_s} - 1\right)\right) \frac{\partial \phi_j}{\partial x} \frac{\partial \phi_i}{\partial y} dA, \quad (3.28)
\]

\[
[B_1]_{i,k} = \int_e \frac{\partial \phi_i}{\partial x} \psi_k dA, \quad (3.29)
\]

\[
[A_{21}]_{i,j} = \int_e \left(1 + \varphi \left(\frac{\eta_p}{\eta_s} - 1\right)\right) \frac{\partial \phi_j}{\partial y} \frac{\partial \phi_i}{\partial x} dA, \quad (3.30)
\]

\[
[B_2]_{i,k} = \int_e \frac{\partial \phi_i}{\partial y} \psi_k dA. \quad (3.31)
\]

It should be noted that \(A_{12}^T = A_{21}\). The right hand side vectors \(F_1\) and \(F_2\) are formed by the RHSs of (3.22) and (3.23) and have entries defined by the following,

\[
[F_1]_i = \int_e \frac{Re}{k} \phi_i u_{1,e}^{old}(\tilde{y}) - \left(\frac{\partial \phi_i}{\partial x} \tau_{1,1,e}^{old}(\tilde{y}) + \frac{\partial \phi_i}{\partial y} \tau_{1,2,e}^{old}(\tilde{y})\right) \varphi(\tilde{y}) dA, \quad (3.32)
\]

\[
[F_2]_i = \int_e \frac{Re}{k} \phi_i u_{2,e}^{old}(\tilde{y}) - \left(\frac{\partial \phi_i}{\partial x} \tau_{1,2,e}^{old}(\tilde{y}) + \frac{\partial \phi_i}{\partial y} \tau_{2,2,e}^{old}(\tilde{y})\right) \varphi(\tilde{y}) dA. \quad (3.33)
\]
The sizes of these matrices and vectors are determined by the number of nodes in the finite element mesh. The number of velocity nodes has been defined as \( N_{\text{Quad}} \) and, similarly, let the number of pressure nodes as \( N_{\text{Lin}} \). The sizes of the \( A_{ij} \) matrices are \( N_{\text{Quad}} \times N_{\text{Quad}} \) and the \( B \) matrices are \( N_{\text{Quad}} \times N_{\text{Lin}} \). The zero matrix is size \( N_{\text{Lin}} \times N_{\text{Lin}} \). The \( F \) vectors are of length \( N_{\text{Quad}} \) and there is a purely zero component to the right hand side vector of length \( N_{\text{Lin}} \). The size of the global matrix \( A \) is \( 2N_{\text{Quad}} + N_{\text{Lin}} \) by \( 2N_{\text{Quad}} + N_{\text{Lin}} \).

**Stress:**

The numeric solution for the stress PDE begins with the discretization of the Lie derivative, (2.26), using backward Euler. First the notation substitution \( L(t; s, t) = E(s, t), E(s, s) = I \) is made out of respect for the notation choices in [30, 31]. It must be noted that the matrices which multiple the outside of the derivative in (2.26) become identity matrices when \( s \) is set equal to \( t \). Hence, the numeric approximation of (2.26) is given by,

\[
\frac{\partial}{\partial s} \left( E(s, t) \zeta(s, t) E(s, t)^T \right) \bigg|_{s=t} \\
\approx \frac{E(s, t) \zeta(s, t) E(s, t)^T - E(s - k, t) \zeta(s - k, t) E(s - k, t)^T}{k} \bigg|_{s=t}, \\
= \frac{\zeta(t, t) - E(t - k, t) \zeta(t - k, t) E(t - k, t)^T}{k} \tag{3.34}
\]

The connection between the Oldroyd-B stress constitutive equation, (2.34) and the Lie derivative, (2.26) has been established in Chapter 2. In order to numerically solve the Lie derivative, (2.26), a numeric solution for \( E(s, t) \) is required. Now,
returning to the transition matrix PDE which is restated here using \( \mathbf{E} \) notation found in [31],

\[
\frac{\partial \mathbf{E}(s,t)}{\partial t} = \mathbf{R}(s,t) \mathbf{E}(s,t),
\]

\( \mathbf{E}(s,s) = \mathbf{I}. \) \hspace{1cm} (3.35)

The interpretation of the above equation is that the change in \( \mathbf{E} \) is equal to the deformation of \( \mathbf{E} \) caused by the objective rate \( \mathbf{R} \). The numeric approximation of the derivative of \( \mathbf{E} \) in (3.35) is,

\[
\frac{\partial \mathbf{E}(s,t)}{\partial t} \approx \tilde{\mathbf{E}} - \mathbf{I},
\]

where \( \tilde{\mathbf{E}} \) is the approximate solution to the ODE. Then,

\[
\tilde{\mathbf{E}}(s,t) = (\mathbf{I} - k \mathbf{R}(s,t))^{-1}.
\]

(3.37)

After solving for the approximation solution \( \tilde{\mathbf{E}} \) and substituting this result back into (3.34) the numeric representation of the Lie derivative becomes,

\[
\varphi = \mathbf{E} - \tilde{\mathbf{E}}(t-k,t) \mathbf{E}^T + \alpha \mathbf{\zeta} = \beta \mathbf{I}.
\]

(3.38)

Finally, note that \( \mathbf{x}(t-k) \) is the spatial position, back in time, of a parcel of fluid, i.e., a departure foot. Then the notation for the departure foot, \( \mathbf{\tilde{y}} \), can be
introduced into (3.38). Having already development the solution for \( \tilde{y} \) the notation is used below without further discussion. The resulting expression is,

\[
\varphi \frac{\zeta - \tilde{E} \zeta (\tilde{y}) \tilde{E}^T}{k} + \alpha \zeta = \beta I.
\] (3.39)

The solution to the above is,

\[
\zeta = \frac{1}{\varphi + k\alpha} \left( \varphi \tilde{E} \zeta (\tilde{y}) \tilde{E}^T + k\beta I \right).
\] (3.40)

where \( \zeta (\tilde{y}) \) is assumed to be known as it is a quantity (in our case stress) evaluated at a past time. One should note that this solution exists even when \( \varphi = 0 \). The solution for \( \zeta \) when \( \varphi = 0 \) is

\[
\zeta = \frac{\beta}{\alpha} I.
\] (3.41)

For the Oldroyd-B stress model this means that the elastic stress is zero because of the definition of the conformation stress, (2.39).

Only three distinct values for the second order tensor \( \zeta \) need to be determined because \( \zeta \) is symmetric, namely \( \zeta_{1,2} = \zeta_{2,1} \). These solutions can be determined locally because the stress at one physical position at time \( t_n \) does not depend on another physical position at time \( t_n \). Recall that the solution does depend upon the stress at another physical position at time \( t_{n-1} \) and this is called the departure foot, but it is known and so is the stress at this point in space and time.

Now, for the Oldroyd-B model \( \mathbf{R} = \nabla \mathbf{u} \) in which case \( \mathbf{E} \) is very similar to (3.11) and it can be shown that

\[
\tilde{\mathbf{E}} = \frac{1}{1 + k\text{tr}(\nabla \mathbf{u}) + k^2 \text{det}(\nabla \mathbf{u})} (\mathbf{I} - k\text{det}(\nabla \mathbf{u})(\nabla \mathbf{u})^{-1}).
\] (3.42)
By denoting the inverse of the gradient of \( u \), defined in (3) as \( A_u \), substituting \( \zeta = c \) and the solution for \( \mathbf{\hat{E}} \), (3.42) into equation (3.40) it can be shown that,

\[

c = \frac{1}{\phi + k\alpha \left( 1 + k\text{tr}(\nabla u) + k^2\text{det}(\nabla u) \right)^2} \left( c(\mathbf{\hat{y}}) - c(\mathbf{\hat{y}}) A_u^T \right) \\
- A_u c(\mathbf{\hat{y}}) + A_u c(\mathbf{\hat{y}}) A_u^T + k\beta I. \tag{3.43}
\]

By substituting the definition of the conformation stress (2.39) into the above yields,

\[
\tau = \frac{1}{\phi + k\alpha \left( 1 + k\text{tr}(\nabla u) + k^2\text{det}(\nabla u) \right)^2} \left( c(\mathbf{\hat{y}}) - c(\mathbf{\hat{y}}) A_u^T \right) \\
- A_u c(\mathbf{\hat{y}}) + A_u c(\mathbf{\hat{y}}) A_u^T + k\beta I - \frac{\eta_p}{W_i} I. \tag{3.44}
\]

In summary, having shown that the Lie derivative is consistent with a SMRDE a numeric solution has been developed based on the solution to the SMRDE. This solution can be found [31].

**Advection:**

The same FEM techniques are applied to the advection equation,

\[
\frac{\partial \phi}{\partial t} + u \nabla \phi = \nabla \cdot (D_{\text{coeff}} \phi \nabla \phi), \tag{3.45}
\]

which models the evolution of the biofilm volume fraction, \( \phi \). The biofilm volume fraction is approximated using quadratic basis functions with 2D thirteen point Gaussian quadrature in the elements and 1D four point Gaussian quadrature on the boundary. The weights and barycentric coordinates can be found in Tables 2.3 and 2.4. Diffusion has been introduced into the advection equation to stabilize
the numerics. The diffusion coefficient $D_{\text{coeff}}$ has been scaled by the biofilm volume fraction to further reduce the artificially introduced diffusion. This change effectively decreases the diffusion rate as the biofilm volume fraction reduces. In this way the diffusion coefficient is coupled with the biofilm volume fraction and so there is no diffusion where there is no biofilm. In order to further increase the stability of the numerics the Galerkin Least Squares (GLS) method, which is discussed in the introduction, has been employed. The weak form for (2.7) is,

$$
\left( b_e, \frac{\varphi_e^{\text{new}}}{k} \right) + D_{\text{coeff}} \varphi_e^{\text{old}} (\nabla b_e : \nabla \varphi_e^{\text{new}}) + \left( b_e, \mathbf{u}_e^{\text{old}} \cdot \nabla \varphi_e^{\text{new}} \right) = \left( b_e, \frac{\varphi_e^{\text{old}}}{k} \right).
$$

(3.46)

The GLS term is

$$
\int_e \tau_{\text{GLS}} \left( \frac{b_e}{k} + \mathbf{u}_e^{\text{old}} \cdot \nabla b_e \right) \left( \frac{\partial \varphi_e}{\partial t} + \mathbf{u}_e^{\text{old}} \cdot \nabla \varphi_e^{\text{new}} \right),
$$

(3.47)

where $\tau_{\text{GLS}}$ is the so called, intrinsic time parameter. In this work $\tau_{\text{GLS}}$ has been set equal to one. However, the intrinsic time parameter should really be modeled by a more complicated expression. Unfortunately, the exact form of this equation, for higher dimensions, is still an open question [4, 11]. After applying the GLS method to the advection equation we arrive at the following weak form,

$$
\left( b_e, \frac{\varphi_e^{\text{new}}}{k} \right) + D_{\text{coeff}} \varphi_e^{\text{old}} (\nabla b_e : \nabla \varphi_e^{\text{new}}) + \left( b_e, \mathbf{u}_e^{\text{old}} \cdot \nabla \varphi_e^{\text{new}} \right) + \tau_{\text{GLS}} \left( \frac{b_e}{k} + \mathbf{u}_e^{\text{old}} \cdot \nabla b_e, \frac{\varphi_e^{\text{new}} - \varphi_e^{\text{old}}}{k} + \mathbf{u}_e^{\text{old}} \cdot \nabla \varphi_e^{\text{new}} \right) = \left( b_e, \frac{\varphi_e^{\text{old}}}{k} \right),
$$

(3.48)
where $\varphi_{old}$ and $u_{old}$ are the known biofilm volume fraction and velocity, respectively, at the current time step. It should be noted that "old" velocities are not evaluated at departure feet when numerically solving the advection equation.

The elements of the global matrix and right hand side for the biofilm volume fraction advection equation finite element approximation are as follows,

\[
[A]_{i,j} = \int_e \varphi_i \varphi_j + \varphi_{old} D_{coeff} k \left( \frac{\partial \varphi_i}{\partial x} \frac{\partial \varphi_j}{\partial x} + \frac{\partial \varphi_i}{\partial y} \frac{\partial \varphi_j}{\partial y} \right) + k \varphi_i \left( \frac{u_{old}}{u_{1,e}} \frac{\partial \varphi_j}{\partial x} + \frac{u_{old}}{u_{2,e}} \frac{\partial \varphi_j}{\partial y} \right) + \tau_{GLS} k \left( \frac{\varphi_i}{k} + \frac{\partial \varphi_i}{\partial x} \frac{u_{1,e}}{u_{1,e}} + \frac{\partial \varphi_i}{\partial y} \frac{u_{2,e}}{u_{2,e}} \right) \left( \frac{\varphi_j}{k} + \frac{\partial \varphi_j}{\partial x} \frac{u_{1,e}}{u_{1,e}} + \frac{\partial \varphi_j}{\partial y} \frac{u_{2,e}}{u_{2,e}} \right) dA, \quad (3.49)
\]

\[
[F]_i = \int_e \varphi_{old} \varphi_i + \tau_{GLS} \varphi_{old} \left( \frac{\varphi_i}{k} + \frac{\partial \varphi_i}{\partial x} \frac{u_{1,e}}{u_{1,e}} + \frac{\partial \varphi_i}{\partial y} \frac{u_{2,e}}{u_{2,e}} \right) dA, \quad (3.50)
\]

where the size of $A$ is $N_{Quad}$ by $N_{Quad}$ and the length of $F$ is $N_{Quad}$.

These are the numeric methods which produced the results that are discussed in the next chapter. The numeric solutions to this model have proven to be incredibly stable. However, for large time step values the departure foot numeric method does eventually fail, but even with these defective departure foot values the rest of the numeric methods continue to converge for some time. In Chapter 4, this single instance of instability is documented and discussed. The results of the model for a variety of initial biofilm configurations and surfaces for both velocities, the pressure, the three stress components as well as a few interesting computations that describe biofilm dynamics are presented in the next chapter.
RESULTS

The results from this model are very promising. The predicted behavior agrees quite well with expected behavior given simple assumptions about the nature of fluid flow. The 2-D plots for the horizontal and vertical velocity, pressure and three stress components are presented for a reference initial biofilm profile. The 2-D plots for results with a variety of different initial biofilm volume fraction surfaces are shown. The quality with which the model satisfies the fundamental assumptions made during the model development are shown by computation and illustrated graphically. The assumption that $\mathbf{u} \nabla \mathbf{u} = 0$ is shown to be closely satisfied. The incompressibility condition $\nabla \cdot \mathbf{u} = 0$ is graphed. The rotation of the fluid is described by graphing the $z$-component of $\nabla \times \mathbf{u}$. The common parameters used for all simulations, except where otherwise stated, are listed Table 4.1.

<table>
<thead>
<tr>
<th>Parameter List</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Spatial Step Size, $\Delta x$</td>
</tr>
<tr>
<td>Time Step</td>
</tr>
<tr>
<td>Solvent Viscosity</td>
</tr>
<tr>
<td>Biofilm Viscosity</td>
</tr>
<tr>
<td>Relaxation Time</td>
</tr>
<tr>
<td>Solvent Density</td>
</tr>
<tr>
<td>Biofilm Density</td>
</tr>
<tr>
<td>Time Scale</td>
</tr>
<tr>
<td>Length Scale</td>
</tr>
<tr>
<td>Diffusion Coefficient</td>
</tr>
<tr>
<td>Johnson-Segalman Parameter</td>
</tr>
</tbody>
</table>

Table 4.1: List of parameters used in most simulations
Results:

Most of the following results are presented on a 64 triangular element per row by 32 row grid. This relatively small mesh size is used to keep computation time relatively low. The results section begins with a presentation of the lone instability that has been discovered, that is, the hidden CFL type condition is attributed to the numeric solution for the departure feet. However, before the surface showing some of the errors caused by violating the CFL type condition is shown, the initial biofilm surface, used for most of the following results, is reshown shown in Figure 4.1.

Figure 4.1: The initial biofilm volume fraction after diffusion softening.

This surface in Figure 2.5 is the result of diffusing the initial sharp biofilm surface shown.

Hidden CFL-type Problem:

The hidden CFL type problem first appeared when the maximum inflow velocity was set equal to one and a time step value much greater than one one hundredth of the spatial step size was used. It was discovered that when a time step size exceeded $0.01\Delta x$ then oscillations occurred on the peak in the horizontal velocity, as can be
seen in Figure 4.2. This peak is formed when the solvent flows over the top of the biofilm. The biofilm causes a reduction in the cross section of the pipe and and thus, as a result of the incompressibility condition, the fluid velocity must increase. Shortly after the formation of these oscillations begins, the departure foot algorithm ceases to converge and subsequently the entire algorithm no longer proceeds.

In Figure 4.2 the oscillations caused by violating the CFL condition show up after 15 time steps. The departure foot algorithm failed to converge after 23 time steps. This failure is attributed to the finite element method producing results with discontinuous derivatives. Since the departure foot algorithm depends directly upon the gradient of the velocity, this lack of continuity is catastrophic if a departure foot leaves its original element. This is the likely cause of the hidden CFL condition. This assumption has been validated by checking if a departure foot has left its original element. In every single stable result the departure foot has not left its original element. In the results wherein the CFL condition has been violated, the departure foot has left its original element.
Velocity:

The velocity has two components, horizontal and vertical and are presented separately. There are a few important computations which can be made using these velocities. The vorticity, $\nabla \times \mathbf{u}$, incompressibility, $\nabla \cdot \mathbf{u}$, and the size of the inertia term, $\mathbf{u} \nabla \mathbf{u}$ are all computed using velocities but are presented in separate sections of the results chapter.

**Horizontal Velocity:**

![Horizontal Velocity](image)

Figure 4.3: Horizontal velocity bulb biofilm in the middle of the domain at the 100th time step.

The speed of the horizontal velocity increases as the solvent flows over the top of the biofilm, Figure 4.3. This increase is attributed to the effective restriction in the diameter of the cross section of pipe caused by the biofilm. A shorter biofilm profiles show a significant reduction in horizontal flow, within the biofilm. While a taller biofilm profiles exhibit a more pronounced horizontal velocity. This difference in behavior is considered a result of the taller biofilms picking up velocity from the middle of the pipe and the incompressibility condition causing the transfer of horizontal
velocity through the rest of the biofilm. Shorter biofilms are not exposed to the higher speed flow in the middle of the pipe and therefore do not speed up as much as their taller counterparts. Figure 4.5 shows surfaces for the horizontal velocities, after 100 timesteps, for short, tall, fat and thin initial biofilm volume fraction surfaces. The corresponding initial biofilm volume fraction surfaces are first shown in Figure 4.4.

The shortest and widest initial biofilm volume fraction has the lowest increase in horizontal velocity while the tallest and thinnest biofilm has the greatest increase.

**Vertical Velocity:**

The vertical velocity surface in Figure 4.6 shows a positive flow in front of the biofilm and a negative flow behind the biofilm. This is consistent with the less viscous
fluid flowing up, over, and then down behind the much more viscous biofilm. This behavior shows an expected flow characteristic for the purely viscous solvent.

After removing the entry boundary flow, and after waiting a hundred or so time steps, both the horizontal and the vertical velocities reduce by several orders of magnitude, as shown in Figure 4.7, from their maximum values. At this point it is reasonable to assume that the system is at quasi-equilibrium.

**Pressure:**

The spikes in the pressure surface, Figure 4.8 are not considered instabilities. The spikes are believed to be caused by a lack of resolution. Overall, an understanding of the pressure in a biofilm whose base is attached to the bottom of the domain while
Figure 4.6: Vertical velocity bulb biofilm in the middle of the domain at the 100th timestep.

being sheared by water flow is captured by this image. As the biofilm is sheared off of the base of the pipe by the solvent, the biofilm will form a negative pressure in the leading edge and a positive pressure on the back edge. The negative pressure is assumed to be caused by the biofilm suctioning onto the wall to compensate for the solvent shearing it away from the wall. While the positive pressure is likely caused by the biofilm pushing against itself as it is pushed into the wall. Different biofilm profiles exhibit different responses to shear.

If one begins with a flat initial biofilm volume fraction surface, as in Figure 4.9, then the pressure behavior is somewhat different. A “flat” biofilm profile could be thought of as the result of a larger biofilm which has detached from itself leaving just a small amount of material behind on the wall.

A low profile biofilm does not exhibit the large pressure spikes seen in the bulb pressure surface. See Figure 4.10 for the pressure predicted by the model after 100 time steps given a flat initial biofilm. However, there does appear to be oscillations on the lower boundary. It should be noted that, on the first half, the pressure inside the biofilm is still less than the external pressure. As a result, the leading edge of
Figure 4.7: Horizontal and vertical velocity bulb biofilm in the middle of the domain after 170 time steps.

The biofilm is still being suctioned to the wall of the pipe and then pushing back on the back side of the biofilm. This behavior is consistent with what has already been presented.

This is an important result as it suggests that increasing flow is not likely to cause the complete removal of a biofilm. Of more interest numerically is the effect of refining the mesh grid. When a 128 elements per row by 64 row grid is used the pressure profile changes somewhat and suggests that the true behavior is more dramatic than that which is suggested by the coarse grid. When the grid is further refined to 256 elements per row with 128 rows the behavior changes remarkably. In figure 4.11, this dramatic change is presented. This suggests that the model is capable of capturing steep changes and that the mesh size is the limiting factor in capturing these structures in both the flat biofilm and the bulb biofilm. It should be noted that
the negative pressure on the leading edge and positive pressure on the back edge is still evident.

**Stress:**

The stress has three components. The first is the stress in the horizontal direction perpendicular to a vertical plane. The second is the stress in the vertical direction perpendicular to a horizontal plane. The third is the stress in the vertical direction on a vertical plane which is equivalent to the stress in the horizontal direction on a
horizontal plane, hence the symmetry of the stress tensor is a physical requirement as well as a mathematical requirement.

**XX-Stress Component:**

The depression where the biofilm resides, which can be seen in Figure 4.12, is attributed to the high biofilm elasticity resisting movement. The flat feature surrounding the depression, is the result of the lack of biofilm, and the definition of the conformation stress, (2.39). The conformation stress is the elastic stress shifted up and therefore, this is where there is no elastic stress.

**XY-Stress Component:**

The shearing elastic stress is captured by the XY-component in Figure 4.13. There is a noticeable asymmetry in this surface. This is attributed to the flow across the biofilm which is itself asymmetric. One should note that there is a drop in elastic shear stress in the middle of the biofilm stalk. This drop in shear stress in the middle
of the stalk seems reasonable, and it is assumed that the biofilm protects itself from the external shear stress imparted by the solvent.

**YY-Stress Component:**

This depression where the biofilm is located in Figure 4.14 looks very much like that which is shown in the XX-component but it is in fact slightly different. However the mechanism for its formation is assumed to be the same as that for the XX-component.
Figure 4.12: Stress XX bulb biofilm in the middle of the domain at the 100th time step.

![Stress in the "XX" direction](image)

Figure 4.13: Stress XY bulb biofilm in the middle of the domain at the 100th time step.

![Stress in the "XY" direction](image)

**Incompressibility:**

In Figure 4.15 shows the incompressibility condition is not perfectly preserved but, for most of the surface, is several orders of magnitude smaller than the maximum velocity. The spike on the lower left corner of the biofilm is not understood but is attributed to the biofilm being compressed by the rotation caused by the shear stress imparted by the solvent flow. The derivatives were computing using forward Euler.
Figure 4.14: Stress YY bulb biofilm in the middle of the domain at the 100th time step.
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Figure 4.15: Numeric approximation of $\nabla \cdot \mathbf{u}$ at the 100th time step.

Bulb Middle 100th Timestep: $\text{Div } \mathbf{U}$

As shown in Figure, 4.16 the size of the $\mathbf{u} \nabla \mathbf{u}$ is several orders of magnitude smaller than the maximum velocity and confirms that removing this term is a reasonable assumption. Again, the derivatives were computed using forward Euler.
Figure 4.16: Numeric approximation of $\mathbf{u}\nabla\mathbf{u}$ at the 100th time step.

Vorticity:

Vorticity is demonstrated by computing the curl of the velocity, $\nabla \times \mathbf{u}$ and plotted the z-component of the curl. The surface for the curl of a biofilm with an initial bulb in the middle of the domain, after 100 time steps, is shown in Figure 4.17. In Figure 4.17 we see that most values are non-zero. Hence the fluid is rotating. Using the right hand rule, the polymer is rotating clockwise and the solvent flowing over the top of the polymer is rotating counter clockwise. There are small regions under the bulb and next the the stalk where the fluid is rotating counter clockwise.

From the “right hand rule” this Figure 4.17 illustrates the clockwise rotation of the base of the biofilm which was inferred by the pressure surface. The derivatives where approximated using forward Euler.
Figure 4.17: Z-component of the curl of the velocity after 100 time steps, computed using forward Euler.

The model contains a number of parameters. Identifying which parameters effect the results and by how much is an important part of analyzing the model. In the next section results comparing the effects of changing a few parameter values are displayed.

Parameter Variations:

The first parameter which is varied is the viscosity of the biofilm to water ratio. Next the GLS stabilizing parameter is varied. Finally, variations to the Johnson-Segalman parameter are then explored.

Biofilm Viscosity:

Reducing the viscosity of the biofilm causes more flow in the biofilm with the same solvent velocity. In Figure 4.18 the biofilm surface with a viscosity of 500 was subtracted from a biofilm surface with a viscosity of 50, after 100 time steps. Clearly the less viscous fluid has flowed more than the more viscous fluid.
Figure 4.18: The difference in biofilm surfaces with different viscosities after 100 time steps.

GLS:

The GLS stabilization parameter $\tau_{GLS}$, which is called the intrinsic time [11], has no optimal definition [11], for higher dimensional models. With this in mind $\tau_{GLS}$ was set equal to 1.0 for all of the results except those shown in Figure 4.19. In [46] a value of 0.3 was used. Since the original motivation for using the GLS came from that paper a simulation was run using this value. The variation in biofilm surfaces was on the order of $10^{-6}$. Hence the $\tau_{GLS}$ value has little impact on stability or the model predictions.

Johnson-Segalman:

The slippage parameter in the Johnson-Segalman model $a$ has been tested for different values in Figure 4.20. Consistent with the original development negative values of $a$ do not yield good results [24, 31]. The only impact is a direct scaling of the stress components but with no overall change in stress behavior.
The inconsistency of the incompressibility condition appears to be within an acceptable range. The pressure scale is quite large. While this is concerning it suggest that parameter values still need to be adjusted. At this time using this model to make meaningful predictions about biofilm behavior would be a significant leap. However, one could conclude that using a symmetry preserving numeric scheme for modeling the elastic stress tensor for a biofilm in an inhomogeneous flow is at the very least, viable. In summary, the results are quite promising.
Figure 4.20: Johnson-Segalman slippage parameter.
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CONCLUSION

A novel inhomogeneous viscoelastic 2D fluid flow model that preserves the symmetry of the numeric representation of the stress tensor has been developed. In this work it has been shown how the work in [30,31] can be extended to inhomogeneous fluid flows. The Navier-Stokes model has then been coupled with an advection equation, applied to the biofilm volume fraction. The inhomogeneity of the described fluid created a subtle variation in the solution developed in [30,31] and a method has been introduced to numerically address this complication. The Galerkin least squares method was applied to the advection model to increase its stability. In order to solve this coupled system in a reasonable amount of time, the Trilinos sparse matrix solver library AztecOO was used in conjunction with the message passing interface (MPI) and implemented in C++.

Due to the scale of this problem, parallel processing is necessary. Parallel processing was implemented using an architecture called MPI. The solver package AztecOO presented some interesting coding challenges. In order to effectively use MPI local cpu memory as well as global RAM memory must be managed. As a necessity, memory maps have been used to add and remove data from local memory stacks.

The motivation for this work is to increase understanding of biofilms due to the myriad ways in which biofilms benefit and harm society. The costs associated with infected implants and contaminated pipes as well as the benefits of cheap fuel and clean water cannot be overstated.

There have been numerous attempts to measure biofilm flow characteristics. While these have been successful, the use of a mathematical model can give more insight. The presented results show some of the ways in which additional mechanical
values could be estimated. For example, the internal stresses of a biofilm have been estimated without scraping the biofilm off of the surface to which it had attached and grown.

In the future, adding an attachment/detachment model to this work could be used to determine under which conditions a biofilm will detach from itself, having exceeded some internal stress threshold. Given a growth model, long term growth characteristics could be predicted. The mechanical information predicted by the presented model could be used to suggest methods for biofilm removal, and further, which methods are likely to be the most successful. The most efficient removal practices will minimize stresses placed on equipment used to remove biofilms. By including the elastic stress inside a biofilm detachment may be more accurately predicted. While the current work does not include a detachment parameter, where the predicted stresses exceed some threshold, detachment can be inferred. In addition, the minimum flow which induces this detachment could be determined. However, this model suggests that a biofilm is unlikely to be completely removed from a surface to which it has attached by simply increasing the flow over the top of it.
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