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Solar driven hydrogen production from water is a sustainable alternative to fossil fuels, but suffers greatly from the large energy cost associated with splitting water. This report uses ultrafast transient absorption and other spectroscopic techniques to analyze several components that show potential for this photocatalysis, in particular observing the excited state dynamics of electron separation and recombination. In ruthenium(II) polypyridyl systems, the rate of interligand electron transfer (ILET) was found to change with time, initially behaving as an ultrafast barrierless process, but transforming into a much slower activated process as excess energy is vibrationally released over 100 ps following excitation. The change in ILET rates lead to changes in the population of localized $^3$MLCT states distributed among each ligand, which are initially randomized, but favor the lower energy bipyridine ligands at longer times. Three analogous ruthenium complexes were then linked via a triazole bridge to a cobalt(II) polypyridyl center known to catalyze the formation of H$_2$, observing the electron transfer from ruthenium to cobalt using emission decay signals of the ruthenium complex. The electron transfer decay pathway was slower and relatively minor compared to similar ruthenium(II)-cobalt(II) systems; however, this reduced efficiency can potentially be explained by localizations on peripheral ligands, as well as a possible energy barrier on the 5-position of phenanthroline.

Finally, citrate coated CeO$_2$ nanoparticles displayed ultrafast trapping of holes upon excitation with UV light, forming significantly deeper traps than has been observed in other metal oxides. Transient absorption signals of the excited holes decayed over hundreds of picoseconds, with lifetimes dependent on the pH of the solution, indicating that the trapping sites are influenced by the surface of the nanoparticle. The corresponding electrons appear to form long lived Ce$^{3+}$ sites, observable on timescales of minutes. The fate of these Ce$^{3+}$ sites is also pH dependent, indicating that CeO$_2$ may be an effective water-splitting photocatalyst under basic conditions.
INTRODUCTION

Ever since the industrial revolution, there has been a steady increase in the demand for energy in the form of chemical fuels, the vast majority of which have been based on hydrocarbon materials extracted from underground reserves. In recent years, worldwide rates of oil production have begun to slow, indicating that globally, we are near the peak of oil production.\(^1\) While recent advances in extraction techniques (i.e. fracking) have opened access to reserves previously assumed to be inaccessible, these methods are somewhat environmentally contentious, and suffer from the same long term issue of being a finite resource. Numerous alternative renewable energy sources have been developed, with solar and wind technologies having the most potential for growth.\(^2,3\)

However, in many cases these renewable sources provide less reliable energy production, with one of the major issues being that they are ill-equipped to store energy they produce for later use. If the energy economy is to transition away from a finite supply of fossil fuels, these renewable sources of energy need to be able to create a replacement chemical fuel.

Water-splitting photocatalysts offer a direct means of using solar energy to produce hydrogen and oxygen gas, which can be later combusted or electrochemically reacted as fuel.\(^4-8\) Hydrogen gas has been commended as a zero-emission fuel, meaning that its combustion does not produce pollutants such as CO\(_2\); however, the energy required to split water is large at 1.23 eV/e, making the photocatalytic step difficult to achieve efficiently. While this energy is equivalent to the energy of a single 1008 nm
photon, making it theoretically possible to use most of the solar energy spectrum for catalysis (Figure 1.1), there are often significant barriers associated with the chemical reactions of the H and O atoms, requiring much higher energies to overcome.\textsuperscript{9,10} These barriers typically limit the functional wavelengths of light to the UV. In many cases, it has become more feasible to partition the water-splitting reaction into the two photocatalytic half-reactions:

\begin{align*}
2\text{H}_2\text{O} & \rightarrow \text{O}_2 + 4e^- + 4\text{H}^+ & (1.1) \\
4\text{H}^+ + 4e^- & \rightarrow 2\text{H}_2 & (1.2)
\end{align*}

Where one photocatalyst oxidizes water to form O\textsubscript{2} and H\textsuperscript{+}, while a second photocatalyst reduces H\textsuperscript{+} to H\textsubscript{2}, as shown in Figure 1.2. These two reactions can be linked by an intermediate redox shuttle, which transfers electrons from one photoactive center to the other. This two-step system theoretically takes twice as many photons to produce O\textsubscript{2} and H\textsubscript{2} gas. However, it offers the advantage of having two separate photocatalysts, which can make use of lower photon energies and can be optimized separately to improve the overall efficiency.\textsuperscript{10,11}

To understand what factors are important for the photocatalytic efficiency of water-splitting, it is useful to observe the excited state processes that occur in a photocatalyst after the absorption of light. As both half-reactions involved in water-splitting are redox reactions (equations 1.1 & 1.2), it is important that excited state processes lead to the localization of charges at the reactive center, while extraneous processes are minimized. Monitoring the evolution of an excited state can be performed
using transient absorption and emission spectroscopic techniques, which are discussed in Chapter 2.

The two photocatalysts in this report are cerium oxide nanoparticles and a multimetal complex comprised of linked ruthenium and cobalt polypyridyl centers, shown in Figure 1.3. Cerium oxide nanoparticles have been observed to catalyze the production of O₂ gas from water under UV irradiation in aqueous solution¹²,¹³, while cobalt polypyridyl complexes have been shown to catalyze the production of H₂ gas¹⁴–²¹. The cobalt center is connected to ruthenium polypyridyl complexes, which are well known for the formation of long-lived charge-separated excited states, and have been used many times as an electron donor in photocatalysis or dye sensitized solar cells.⁵,⁶,¹⁸,²²–³⁶ The primary focus of this report is to understand the excited state processes in these two photocatalytic systems after photon absorption.

The photophysics of the ruthenium polypyridine center is first analyzed in order to understand the initial charge separation and localization processes that occur among the chelated polypyridine rings. This initial charge separated state is metal-to-ligand charge-transfer (MLCT) in nature, localizing the excited electron on one of the attached pyridyl ligands. While it has been known that this localized state was able to “hop” from one ligand to another via interligand electron-transfer (ILET), there were previous disagreements as to the rate of this hopping process.³⁷–³⁹ Chapter 3 analyzes the kinetics of ILET using the two ligands 2,2’-bipyridine and 1,10-phenanthroline, which have different transient absorption signatures, but very similar MLCT excited state energies. It was found that the rate of hopping between ligands dynamically changes; initially
hopping is very rapid, but slows as the complex reaches vibrational equilibrium with the surroundings. As this hopping rate slows, there is a preference of localization on lower energy ligands, which could be useful for transferring this excited electron across a bridging ligand.

In Chapter 4, three modified ruthenium polypyridyl complexes are covalently linked with a cobalt tris-phenanthroline complex via 1,2,3-triazole bridges (Figure 1.3). While intra- and intermolecular electron transfer has been observed between polypyridyl complexes of ruthenium and cobalt previously, the triazole bridge offers a novel synthetic approach. The synthesis of triazole follows the mechanism of Huisgen cycloaddition, which is a member of “click chemistry” reactions. The term “click” is used due to the simple and efficient means of joining individual units in a macromolecular structure; in this case allowing the individual metal centers to be fully coordinated before the creation of extended structures. Electron transfer has been observed to occur across other triazole bridged systems, which have displayed long-lived charge separated states. In the case of the ruthenium-cobalt system, the rate of electron transfer could be modeled from the biphasic kinetics observed for the time-resolved emission of the ruthenium center. This electron transfer rate was unremarkable in comparison with other studies, and appeared to suffer from a significant back electron transfer. This slow kinetics was rather surprising, as intermolecular studies have indicated that electron transfer between ruthenium and cobalt polypyridyl complexes is diffusion limited in many cases. While the back electron transfer could be explained by the charge separated state having slightly higher energy than the initial MLCT state of the
ruthenium center, the exact reasons for overall slow transfer kinetics were not able to be determined without further investigations in the attachment positions of the triazole bridge.

Chapter 5 addresses the photophysical processes associated with UV excitation of cerium oxide (CeO$_2$) nanoparticles, which first had to be stabilized using citrate as a surface coating to prevent agglomeration. It was observed that upon the absorption of light, both the excited electron and corresponding hole are rapidly trapped. This trapping processes has been observed previously for TiO$_2$; however, the trapping sites for both holes and excited electrons in CeO$_2$ are significantly deeper than in TiO$_2$, which is thought to alter the observed recombination dynamics. The excited state lifetime of these citrate coated nanoparticles was observed to be pH dependent, becoming longer-lived in lower pH solutions. This increase in lifetime corresponded to increases in photochemical degradation of the nanoparticle at low pH. However, nanoparticle solutions at pH 9.5 showed dynamics that were assigned to changes in the redox state of cerium within the nanoparticle without ultimate degradation, indicating that this basic region would be ideal for redox reactions photocatalyzed by CeO$_2$.

These studies illustrate the photophysical processes of charge separation and recombination in several components for use in water-splitting photocatalysis. The results obtained herein allow for future studies to improve the efficiency of analogous components using a mechanistic approach to optimization, ultimately for the synthesis of solar fuels.
Figure 1.1 The spectrum of solar irradiance at 0 (red) and 1.5 (blue) air masses, obtained from the American Society for Testing and Materials. The light blue shading indicates photon energies above the water splitting threshold.

Figure 1.2 Single-step and two-step mechanisms for photocatalysis. Colored arrows indicate light-absorption, while black arrows show redox processes. The dotted and dashed lines indicate the minimum voltages required to oxidize water and reduce hydrogen, respectively.
Figure 1.3 Chemical structures of (A) CeO$_2$ and (B) [Ru-Co]$^{8+}$. 
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This chapter outlines the procedures used to analyze photophysical processes of ruthenium polypyridyl complexes as well as cerium oxide nanoparticles. The first section is about the transient absorption system, which was used for both samples. Later sections generally proceed by describing techniques used in ruthenium experiments before discussing techniques used to analyze cerium dioxide.

2.1 Transient Absorption

2.1.1 Transient Absorption Spectrometers

Ultrashort pulses for use in the transient absorption experiments were generated by a Ti:Sapphire femtosecond laser amplification system (Libra, Coherent Inc., Santa Clara, CA). This system consists of a mode-locked femtosecond Titanium-Sapphire oscillator (Vitesse, Coherent Inc., Santa Clara, CA) which provides a low-energy seed pulse centered at 800 nm with a repetition rate of 76 MHz. The seed pulses undergo temporal stretching by a stretcher with a grating before entering a regenerative amplifier. This amplifier consists of two Pockels cells and a waveplate to overlap the seed pulse with a high energy nanosecond 532 nm pump pulse (Evolution, Coherent Inc., Santa Clara, CA) in a Titanium-Sapphire crystal. This overlap transfers energy into the seed pulse, which is then sent into a grating compressor to achieve femtosecond pulse
duration. The output pulses have energies of 3.5 mJ and a FWHM duration of 85 fs. The repetition rate is 1 kHz.

2.1.2 Visible Pump/Probe Transient
Absorption: General Methods

The experimental setups for UV/visible-pump/Visible-probe measurements are shown in (Figure 2.1). The fundamental pulse is split by an 80/20 beamsplitter, directing 80% of the power to pump three optical parametric amplifiers (OPA) (two OperAsolo and one TOPAS, Coherent Inc., Santa Clara, CA) and the other 20% passed through a second 95/5 beamsplitter. This second beam splitter directed 95% of the power to produce second harmonic generation (SHG) and the remaining 5% was used for white light generation (WL).

White light continuum probe pulses were generated by focusing the 800 nm fundamental with a lens (f = 150 mm) into a 4 mm thick Calcium Fluoride (CaF$_2$) crystal. This crystal was mounted in a circular translation stage,\(^1\) which moved the crystal in a small circle perpendicular to the incident beam without rotating the crystal. This motion was done to prevent damage to the crystal and minimize polarization changes due to birefringence within the material. This rotation stage moved at a rate of about 1 Hz. In order to achieve stability in the white light signal at wavelengths below 340 nm, the angle of incidence of pulses to the CaF$_2$ crystal was optimized, monitoring the resulting continuum spectrum with a charge-coupled device (CCD) spectrograph (Model USB2000+, Ocean Optics, Dunedin, FL). After generating a white-light continuum, the probe pulses were collimated, and passed through a polarizer before being focused into
the sample. The probe beam at the sample had a full-width half-maximum (FWHM) cross section of 60 μm. The generation of white light and subsequent polarization created a down-chirp in the probe pulse (Figure 2.2), which was unaccounted for when acquiring broadband transient spectra.

Pump pulses at 400 nm were generated by the SHG of the 800 nm fundamental. This was done by focusing the pulses (f = 200 mm) through a 1-mm type-I β-barium borate (BBO) crystal, resulting in energy efficiencies of about 35%.

Pump pulses at other wavelength and single-wavelength probe pulses were generated via two OPAs (OperA Solo, Coherent Inc., Santa Clara, CA). Using different harmonic packages, the output wavelength can be tuned from 240 nm to 2000 nm. To briefly summarize the internal processes, a white light continuum is first generated from a sapphire plate as the seed beam. This seed pulse is mixed with a small amount of 800 nm fundamental in a BBO crystal to generate pre-amplified signal pulses. The signal pulses are mixed with a high energy 800 nm pulse in a second BBO crystal to generate amplified signal and idler pulses. The amplified signal and idler pulses can be frequency doubled or mixed with a fresh 800 nm pulse in a third BBO crystal to generate photons in the ultraviolet and visible region.

Depending on the setup (Figure 2.1), either the pump or the probe pulses were delayed using a 60 cm computer-controlled IMS600PP optical delay stage (Newport Inc. Irvine, CA) with a maximum time delay of 4 ns, and a minimum step-size of ~8 fs, which was used to set a time delay between pump and probe pulses.
2.1.3 Visible Pump/Probe Transient
Absorption: Single Wavelength Signals

Pump pulses were chopped at 333 Hz by a mechanical chopper (New Focus, Santa Clara, CA), allowing one out of every three pulses to pass, which continued through a neutral density filter and polarizer, such that the pump pulse energy was approximately 1 μJ per pulse. The polarization angle between pump and probe pulses was set to the magic angle (54.7°) at the sample. After passing through the sample, the pump is blocked, while the probe pulses are passed through a monochromator (f = 300 mm) into a photomultiplier tube (PMT). This PMT signal was amplified with a lock-in-amplifier (Model SR830, Stanford instruments) synchronized with the mechanical chopper. Amplified signals were retrieved through a GPIB interface from the lock-in amplifier and recorded by an in-house LabVIEW based data collection software in a computer.

2.1.4 Visible Pump/Probe Transient
Absorption: Anisotropic Signals

Transient absorption anisotropy measurements were made with the single wavelength setup described above. To collect anisotropy signals at a single wavelength, two back-to-back single wavelength signals were recorded, orienting the pump polarizer such that the pump linear polarization was 90° (I⊥) or 0° (I∥) with respect to the probe at the sample, which were used to calculate \( r(t) \), defined as:

\[
 r(t) = \frac{I_\parallel - I_\perp}{I_\parallel + 2I_\perp} \tag{2.1}
\]
The perpendicular and parallel signals had to be aligned separately, as modifying the polarization affected the overlap of the pump and probe spatially, as well as altered the time delay between the two pulses. To counter the effects that changing conditions may have, the resultant signals were scaled to have the same average amplitude at delay times longer than 300 ps.

2.1.5 Visible Pump/Probe Transient Absorption: Broadband Spectra

Transient spectra at specific delay times could be generated when using the white-light probe pulse, acquired with a CCD spectrograph (Model USB2000+, Ocean Optics, Dunedin, FL). This detector has a slower response than the PMT, so trigger signals from the Libra needed to be delayed by 0.9995 ms using a delay generator (Model DG535, Stanford Research Systems Inc., Sunnyvale, CA), which sent a fifth harmonic (200 Hz) trigger signal for spectral acquisition by the CCD detector. This 200 Hz signal was also sent to the chopper, where it was further divided to produce a 100 Hz signal. The chopper alternately passed or blocked five pulses, to generate pump-on and pump-off cycles. These groups of pulses had to be phase matched to the CCD trigger, which was done by sending the chopped pump-pulses to a fast photodiode detector (201/579-7227, Thorlabs Inc., Ann Arbor, MI) attached to an oscilloscope (TDS 420, Tektronix, Beaverton, OR). This oscilloscope also received the CCD acquisition trigger signal from the delay generator. The phase of the chopper was then adjusted such that groups of five pump pulses were all in the same bin triggered by the delay generator, while the other bin contained no pump pulses.
After the pump-pulses were in phase with the CCD trigger signal, both the probe pulses and stray light from the pump pulses were directed with a fiber optic cable (Ocean Optics, $f_{in} = 42$ mm, $f_{out} = 68$ mm) into the CCD. The CCD detector was placed into high-speed acquisition mode with an external trigger using the accompanying software (Spectrasuite, Ocean Optics, Dunedin, FL). This mode would integrate spectra over 3 ms, and had an inherent 2 ms dead time after each acquisition as the detector reset. In this manner, a spectrum of the transmitted probe pulse was collected every 5 ms with pump pulses alternatively on or off. A total of 6000 spectra were acquired at each delay time. Software written in LabWindows/CVI (National Instruments, Austin, TX) used the detected pump pulses to sort individual spectra into pump-on or pump-off, and calculated transient absorption changes. Because the white-light probe pulse was chirped, broadband spectra at times $<3$ ps were generally disregarded.

2.1.6 Visible Pump/Infrared Probe Transient Absorption Spectra

Time resolved Infrared (TRIR) absorption was acquired using a separate section of the transient absorption laser setup (Figure 2.1). Pump pulses were generated by OPA and delayed using a translation stage as described in section 2.1.2. Pump pulses were chopped at 500 Hz by a mechanical chopper (New Focus, Santa Clara, CA), which blocked every other pulse. The pulses were subsequently polarized, attenuated by a neutral density filter, and focused to a spot size of 500 $\mu$m (FWHM) at the sample. After passing through the sample, the pump was directed at a fast diode (DET210, Thorlabs, Ann Arbor, MI).
Mid-IR probe pulses were generated in a two-part optical parametric amplifier system consisting of an OPA (TOPAS-C, Light Conversion, Vilnius, Lithuania) and a non-collinear difference frequency generator (NDFG) (Light Conversion, Vilnius Lithuania), with a potential output wavelength range of 2.6 – 20 µm. The OPA produced signal and idler beams in an identical way as described above in 2.1.2, however there are no options for frequency doubling or sum frequency generation with another 800 nm pulse. Instead, both the signal and idler were steered into the NDFG where they were mixed in a non-collinear manner in a GaSe crystal, which produced difference frequency pulses in the mid-IR. The power and polarization of these mid-IR pulses was adjusted using two CaF₂ polarizers before being split in a 50/50 ZnSe beam splitter to produce a probe pulse and a reference pulse. The reference pulse was used to normalize the signal obtained by the probe pulse in order to reduce the effects of pulse-to-pulse noise. Both the signal and reference pulses were directed at the sample, but were vertically separated by 7.5 mm. Each had a spot size of ~ 300 µm (FWHM) and was attenuated to ~200 µW.

The UV/visible-pump pulse was overlaid with the probe at the sample, with its polarization set to magic angle (54.7°) with respect to the probe.

The probe and reference pulses were recollimated after the sample and focused into a spectrograph (Triax 190, Horiba Scientific, Edison, NJ) with a 0.75 mm slit width (f = 190 mm). Both beams were dispersed by a set of interchangeable gratings (50 lines/mm, 100 lines/mm or 300 lines/mm) and projected onto a liquid nitrogen-cooled dual-row 64-element (pixel) Mercury-Cadmium-Telluride detector (Infrared Systems
Development Corp., Winter Park, FL). The upper row was used to record the reference signals, while the lower row was for probe signals.

2.2 Emission Lifetimes

2.2.1 Emission Lifetime Single Wavelength Signals

Emission lifetimes were measured using the Time-Correlated Single Photon Counting (TCSPC) technique using a commercial spectrometer system (FluoTime200, PicoQuant Photonics North America, West Springfield, MA), which can be viewed in Figure 2.3. Excitation pulses were obtained from a femtosecond Ti:Sapphire laser (Chameleon Ultra II, Coherent Inc.) equipped with a second and third harmonic generator. The laser produces sub-picosecond excitation pulses at a repetition rate of 80 MHz. The repetition rate was decreased using one of two electro-optic modulators (EOM), for either second harmonic (M350-105, Conoptics, Danbury, CT), or third harmonic (M350-80, Conoptics, Danbury, CT) pulses. These selected pulses were focused into a 1 cm cuvette containing the sample under study. Emitted photons were collected at 90° and directed through a monochromator (f = 100 mm) onto a microchannel plate photomultiplier tube (model R3809U-50, Hamamatsu Corp.). The emission polarizer was set to magic angle with respect to the excitation polarizer.

The arrival time of individual pulses was determined by comparing them to an electronic reference signal. This signal originated from a diode located inside the Ti:Sapphire laser chamber, which was relayed through a synchronous countdown system (Model 305, Conoptics, Danbury, CT). This system would select signals above a
threshold, generating a trigger pulse after counting a set number of input signals. This trigger pulse had an inherent bias, which had to be passed through a differentiator (TDL800, PicoQuant, Berlin, Germany) before being sent to the detector’s timing system (Picoharp 300, PicoQuant, Berlin, Germany). The synchronous countdown also created a 10 ns electric pulse, which was amplified (Model 25D, Conoptics, Danbury, CT) and sent to one of the two electro-optic modulators in order to allow a laser pulse through. This electric signal showed a slight oscillation after the initial pulse, which persisted for several nanoseconds (Figure 2.4), and could cause abnormal structures in pulse selection if the repetition rate was faster than 5 MHz. Repetition rates actually used were typically 160 kHz.

Each sample analyzed using the TCSPC technique had a corresponding colloidal silica solution (LUDOX HS-40, Sigma Aldrich St. Louis, MO) recorded before and after each scan. The emission monochromator was set to the excitation wavelength, to collect scattered pulses from the colloidal solution until the maximum signal in any single channel matched the corresponding samples signal. The time-resolved scattering signals were used as the instrument response function (IRF) for fitting procedures, as well as to ensure that electro-optic modulation of excitation pulses had not changed over the course of the sample acquisition measurement.

2.2.2 Time Resolved Emission Spectra

Time resolved emission spectra were obtained by scanning the emission monochromator of the TCSPC setup, collecting time resolved signals at select wavelengths for identical amounts of time. These spectra were corrected for the
wavelength dependent response of the PMT using a correction factor described in section 2.5.4.

As the TCSPC had a more sensitive detector than the steady-state fluorometer, it was occasionally advantageous to integrate the time-resolved spectra to obtain a steady-state emission spectrum. This integrated time-resolved technique was necessary when the emission spectrum of a sample was unobservable using the steady-state fluorometer. In the cases where both steady-state and integrated time-resolved data were observable, a comparison of the two techniques showed no differences in emission spectral shape or position.

2.3 Steady-State Measurements

2.3.1 UV/Vis/NIR Absorption Measurements

Steady-State UV/Vis absorption spectra were measured on a Lambda-25 spectrometer (Perkin-Elmer, Wellesley, MA) at room temperature. Samples were held in a 1 cm quartz cuvette (Starna Cells, Atascadero, CA). All spectra were corrected by subtracting a reference spectrum of the solvent used.

2.3.2 Visible/NIR Emission Measurements

Steady-State emission was collected using a Fluorolog-3-11 Emission spectrometer (Horiba Ltd., Kyoto Japan) at room temperature. Emitted photons were collected at 90°, using a photomultiplier tube (1911, Jobin Yvon (Horiba), Edison, NJ). The emission polarizer was set to magic angle with respect to the excitation polarizer. All
emission spectra were corrected for by multiplying by a correction factor, which had been obtained for each wavelength used.

Emission quantum yields for samples were determined using steady-state absorption and emission spectra. The emission spectra \( E \) were integrated over all wavelengths and compared to the absorption \( A \) at the excitation wavelength for the same sample, using the equation:

\[
\Phi_s = \Phi_r \left( \frac{\int E_r}{\int E_s} \right) \left( \frac{A_r}{A_s} \right) \left( \frac{\eta_s}{\eta_r} \right)^2
\]

where \( \eta \) is the refractive index of the solvent. To obtain an absolute emission quantum yield, each sample \( s \) was compared to a reference solution \( r \) of \([\text{Ru(bpy)}_3]^{2+}\) in acetonitrile, which had a quantum yield of 0.062.\(^2\)

2.3.3 Fourier Transform Infrared Spectroscopy

Infrared absorption spectra were collected using a Fourier transform infrared spectrometer (FTIR 4200, Jasco, Easton, MD). Liquid samples were analyzed in a 0.39 mm diameter flow-cell (DLC-S25, Harrick, Pleasantville, NY), assembled with CaF\(_2\) windows. Solid samples were analyzed using the method of attenuated total reflection (ATR), where powder was placed on a ZnSe prism and gently pressed into a firm film (ATR PRO450-S, Jasco, Easton, MD). After inserting any sample, the spectrometer purged with dry air (6 SCFH) from a generator (Model 75-62, Parker Balston, Haverhill, MA) for ten minutes before measuring absorbance, to remove the additional absorption from water vapor and carbon dioxide.
2.3.4 Transmission Electron Microscopy

Solutions of CeO$_2$ nanoparticles were pipetted onto a polymer-coated copper grid 3.05 mm in diameter. The water was then wicked away using paper, leaving the dry nanoparticles suspended on the grid. This nanoparticle coated grid was then analyzed using a transmission electron microscope (TEM, Leo 912 AB, Carl Zeiss Inc., Pleasanton, CA), with dark field, strong atomic number (Z) contrast techniques. Electrons with an accelerating voltage of 100 keV and a thermionic emission current of 5 μA were produced from a tungsten filament, focused on the sample, and detected using a CCD. The resulting microscopic images were occasionally modified to enhance contrast and brightness, but were otherwise unaltered.

2.3.5 Acid-Base Titration

Acid base titrations were performed by sequentially pipetting small μL volumes of 1 M HCl into concentrated basic solutions. The pH was monitored using a pH probe (MI-410 Micro Combination pH Electrode, Microelectrodes Inc., Bedford NH) recording pH with a OrionStar A121 pH meter (Thermo Scientific, Waltham, MA). The pH probe was calibrated using three standard buffer solutions (pH: 4.0, 6.86 and 10.0).

2.4 Sample Handling

2.4.1 Materials

In the study of dynamics of interligand electron transfer of ruthenium-bipyridine/phenanthroline complexes ([Ru(bpy)$_3$–n(phen)$_n$]$^{2+}$), each polypyridyl complex was synthesized and purified by the Douglas research group and was used as received.
In the study of electron transfer in a multimetal ruthenium-cobalt polypyridyl complex, all complexes were synthesized by the Douglas research group. The single metal complexes were used as received, however the multimetal complex had to be isolated from a cobalt contaminant using high-performance liquid chromatography (HPLC) separation methods, described in section 2.4.4.

Polypyridyl complexes were prepared in deuterated (Acetonitrile-D3 (D, 99.8%), Cambridge Isotope Laboratories Inc., Andover MA) or normally protonated acetonitrile (99.98% HPLC Grade, Honeywell, Morris Plains, NJ) or ultrapure water (Millipore, Billerica, MA). Each solution was diluted such that the absorbance of the sample was ~0.1 at whatever wavelength was used for excitation in the TCSPC or UV-vis transient absorption setup. In the case of infrared absorption, liquid samples were prepared to have 0.3 absorbance at the excitation wavelength.

In the cerium oxide nanoparticle study, >25 nm diameter cerium oxide (CeO₂, Sigma Aldrich, St. Louis MO) and >25 nm titanium dioxide (TiO₂, Sigma Aldrich, St. Louis MO) nanoparticles were purchased from Sigma Aldrich. Smaller 8 nm diameter nanoparticles of cerium oxide were purchased from STREM (Strem Chemicals Inc., Newburyport, MA). Each was dissolved in ultrapure water, containing measured amounts of citric acid (99.5%, Sigma Aldrich, St. Louis MO), citrate (>99% Sodium Citrate Dihydrate, Sigma Aldrich, St. Louis MO), perchloric acid (???), nitric acid (???) and potassium hydroxide (87.6%, J.T. Baker Inc., Phillipsburg NJ).
2.4.2 Spectroscopic Cuvettes

All samples were measured in either a 1 cm (1-Q-10-GL14-S, Starna Cells, Atascadero CA) or 1 mm path length quartz cuvette (21-Q-1, Starna Cells, Atascadero CA). The 1 cm cuvette was used for all steady-state spectroscopy and for the TCSPC emission lifetime data, while the 1 mm cuvette was used during UV-visible transient absorption experiments. Transient absorption was also collected with a 1 mm flow cell (DLC-S25, Harrick Scientific Products, Pleasantville, NY), which was assembled from two CaF$_2$ windows separated by a 1 mm Teflon spacer. The samples were circulated through the flow cell via a Masterflex7524-00 peristaltic pump (Cole-Parmer, Vernon Hills, IL). The flow cell apparatus was used for single wavelength UV/visible transient absorption, as well as for TRIR studies.

2.4.3 Nitrogen Purging

Emission for either the TCSPC or steady state analysis methods was performed on nitrogen purged sealed cuvettes. To remove oxygen from the samples, cuvettes were gently bubbled with nitrogen through a syringe for 10 minutes. At the end of this bubbling process, a Parafilm seal (Parafilm “M”, Bemis Flexible Packaging, Neenah WI) was placed over the top of the cuvette, while the syringe was slowly removed. After removing the syringe, a screw cap was tightened over the Parafilm seal. Samples sealed in this manner showed no aeration over the course of several days, observed by constant quantum yield of [Ru(bpy)$_3$]$^{2+}$ emission. Every samples steady-state emission intensity was also checked before and after each TCSPC experiment to ensure emission quenching from O$_2$ had not occurred over the course of the measurement.
2.4.4 High-Performance Liquid Chromatography Purification

The purity of several ruthenium samples was checked using high-performance liquid chromatography (HPLC, 1100 Agilent, Santa Clara, CA). A 10 mL sample was injected into a solvent line of H₂O:ACN in a ratio of 30:70 with 0.1% of trifluoroacetic acid as a slight buffer to prevent pH changes during separation. After degassing the solution (G1322A, Agilent, Santa Clara, CA), the sample was flowed through a C-18 reverse phase column (Sigma Aldrich, St. Louis, MO), the solvent ratio was increased to 60:40 over the course of 10 minutes after which it remained constant for a minute before being returned to initial conditions. Sample exit times from the column were continuously monitored with a visible-light diode array, (G1315B DAD, Agilent, Santa Clara, CA) the monitored wavelengths selected were at 450 and 285 nm, selected for identification of Ruthenium and Ligand/Cobalt signals. The filtered sample was collected and lyophilized after observing separation.

2.4.5 Cerium Oxide Nanoparticle Preparation

Cerium oxide nanoparticles were prepared in numerous ways, to determine conditions in which the nanoparticles are stable and do not agglomerate. A summary of quantitative measurements for acidic solutions can be found in Table 5.1. In general, a mass of cerium oxide was weighed on an analytical balance (AE 240, Mettler, Leicester, United Kingdom) and added to 50-150 μL volumes of either 1 M HClO₄ for acidic solutions (pH 1 to 2.6), or 50-800 μL 0.67 M KOH for basic or neutral solutions. Some solutions also contained 200 μL additions of 0.38 M citric acid or 200-800 μL 0.2 M
sodium chloride, added using a micropipette (FinnPipette EHO6712-4500, Thermo Scientific, Waltham, MA). This mixture was diluted to 3 mL with ultrapurified water (Millipore, Billerica, MA) resulting in solutions with pH’s of 2.6, 6.5, 7.5, 9.5, 10.5, and 12. These solutions were sonicated (Model 1510 Ultrasonic Cleaner, Branson, Henrico, VA) for a time up to 2 hours, followed by aging in a dark room for 1 to 14 days at room temperature. Basic and neutral solutions were filtered with 0.2 μm pore syringe filters (Hydrophilic PTFE, Millex-LG SLLGH25NS, EMD Millipore, Darmstadt, Germany); although exact masses of nanoparticles were known before filtration, nanoparticle concentrations after filtering are not known.

2.4.6 UV Photoreactor

Solutions of cerium oxide nanoparticles were irradiated with 254 nm light in a photoreactor (Srinivasan-Griffin Rayonet Type, The Southern New England Ultraviolet Co., Middleton, CT), in a sealed 1 cm quartz cuvette positioned in the center of the reaction chamber (Figure 2.5). Typically, irradiation was performed with 13 out of the 16 lamps present, which supplied the cuvette with 27 ± 2 mW of radiant power. This power was determined using the chemical dosimeter 1,3-dimethyluracil (1,3-DMU) (99%, Sigma Aldrich, St. Louis MO) in 0.2 mM concentrations, which undergoes a pseudo-zero order hydration reaction ($\Phi_{\text{rxn}} = 0.0130$ at 254 nm) upon UV irradiation.$^{3-5}$ The concentration of 1,3-DMU was monitored on the UV/Visible spectrometer at 266 nm ($\varepsilon_{266} = 8900 \text{ M}^{-1}\text{cm}^{-1}$) at irradiation intervals of 5 minutes (Figure 2.6). Changing the number of lamps in the photoreactor appeared to linearly change the radiant power penetrating the sample.
2.5 Data Treatment

2.5.1 Modeling Transient Absorption Signals

Transient absorption single wavelength and anisotropy signals were each fit to sums of $i$ exponentials with decay rates of $k_i$ and amplitudes $C_i$, convoluted with a normalized Gaussian instrument response function (IRF), which had a FWHM of $2\sqrt{2\ln 2} \sigma$ resulting in the equation:

$$
\Delta A(t) = \int_{0}^{\infty} \exp \left( \frac{-(\tau - t)^2}{2\sigma^2} \right) \sum_i C_i \cdot \exp(-k_i \cdot \tau) d\tau
$$

(2.3a)

$$
\Delta A(t) = \sum_i \frac{C_i}{2} \exp \left( -k_i \cdot t + \frac{k_i^2 \sigma^2}{2} \right) \left( 1 - \text{Erf} \left( \frac{k_i \sigma - t}{\sqrt{2}} \right) \right)
$$

(2.3b)

Fitting was performed using the IGOR Pro 6.2 program (Wavemetrics Inc. Portland, OR). Transient spectra and multiple single wavelength signals were each globally fit by linking the $k_i$ parameter for different probe wavelengths.

2.5.2 Modeling Emission Lifetimes

Emission decay lifetimes were obtained by reconvoluting sums of exponentials with a separately collected IRF on the TCSPC instrument software package FluoFit (PicoQuant, Berlin, Germany).
2.5.3 Emission Spectral Corrections

Both steady state and time resolved emission spectra were corrected for the detector responses at different wavelengths by the creation of a correction spectrum (Figure 2.7). For the Fluorolog steady-state spectrometer, the correction factor was produced using a set of five laser dyes as emission standards, using a method outlined by Gardecki & Maroncelli. Briefly, each dye’s emission spectrum was obtained and compared to a set of standard spectra. The ratio of the standard to the acquired spectra at any given wavelength produced a correction factor at that wavelength. Near the edges of each dyes emission band, this ratio becomes less defined, so emission from a different dye would be used. However, different dyes had different absolute correction factors for overlapping wavelengths, as the intensity of the lamp used for excitation varied with wavelength. The correction factors obtained for each dye were scaled by an arbitrary constant, such that the overlapping sections of adjacent dyes correction factors had the same magnitude, producing a single continuous correction spectrum. Raw emission spectra for experimental samples would be multiplied by this correction spectrum to produce the corrected spectra.

The correction factor for the TCSPC emission spectra was acquired using two methods. The first method was analogous to the above procedure used for the steady state emission correction factor. Five dyes were prepared and the time resolved emission spectra was obtained for each, acquiring emission signals at many individual wavelengths for the identical periods of time. Each dye was monitored over the time scale at which the dye’s signal decayed completely. A steady state emission spectrum was then created by
integrating the decay signal at each wavelength over all collected times. Once the steady state spectra were reproduced, the ratio of the standard spectra from Gardecki and Maroncelli and these new spectra was created. These ratios were again scaled by arbitrary constants such that they created a smooth single curve.

As some dyes had much longer emission lifetimes than others, it was unclear how accurate this correction factor was, as effects such as effects of blocked excitation pulses and dark current change with different integration times. To remedy the effects that might happen with different integration times at different locations of the correction spectra, a second method was derived.

A 40 W incandescent lightbulb (appliance40, General Electric, Fairfield, CT) was placed into the steady-state emission spectrometer while blocking the spectrometers excitation slits. This allowed for the acquisition of the 40W lightbulb spectrum using the steady state detector, which was subsequently corrected using the steady-state correction factor. The absolute intensity of the lightbulb was reduced by moving it away from the emission slit.

This same 40 W bulb was then placed in front of the TCSPC sample chamber, while blocking the excitation laser. The spectrum of the lightbulb was once again taken, maintaining the maximum photon counts at any wavelength to below $10^4$ s$^{-1}$ by adjusting an iris. This time resolved spectrum was constant in time, and so could be averaged to get a collected spectrum of the lightbulb. The ratio of the corrected spectrum from the steady state fluorometer and this acquired spectrum was then taken, which produced a single correction factor for all wavelengths.
Both correction factors for the TCSPC were compared to each other (Figure 2.7b), and show remarkable agreement at most wavelengths. There is a distinct disagreement between the two methods at wavelengths ranging from 400-500 nm, which is a transition region between two dyes, where both dyes are relatively weakly emitting. As the correction factor obtained from the incandescent lightbulb does not suffer this problem, it was used to correct all the time resolved emission spectra for experimental samples. This correction was performed by multiplying time resolved emission signals at each wavelength by the correction factor value at that same wavelength.
Figure 2.1. Transient absorption setup, displaying the pathways for pump and probe pulses. The top half of the figure is the UV-visible probe setup, while the lower half is for TRIR.
Figure 2.2. Chirp in white light continuum probe signal (white peaks) using a 480 nm pump pulse to excite an acetonitrile solution. Red wavelengths are observed to reach the sample before blue wavelengths, following a linear frequency-time relationship.
Figure 2.3. TCSPC fluorometer setup, showing both the THG (Blue) and SHG (Green) excitation pathways.
Figure 2.4. The pulse used to trigger the electro-optic modulator had a duration of 10 ns, followed by a minor oscillation. These oscillations became larger at fast repetition rates, so pulses were selected triggering the modulator with repetition rates < 5 MHz.
Figure 2.5. The layout of the photoreactor. The cuvette (cyan) is placed in the center of a cylindrical chamber with up to 16 UV lamps (purple) which is cooled from below by a fan (black).
Figure 2.6. The decay of the chemical dosimeter 1,3-DMU used to obtain the radiant power supplied to the cuvette. (A) The initial spectrum (red) and subsequent decay of 1,3-DMU during irradiation. (B) The decay of the absorbance at 260 nm shows a pseudo-zero order kinetics, which can be fit at early times to a line to obtain the radiant power. (C) The radiant power as a function of the number of lamps in the photoreactor.
Figure 2.7. Correction factors for emission spectrometers. (A) Shows steady-state emission corrections supplied by the Fluorolog 3-11 (black) and formed using the correction factor using five laser dyes as standards (red). (B) Depicts the correction factors for the TCSPC using five laser dyes (red) or the 40 W lightbulb (blue).
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Abstract

The time-dependent localization of the metal-to-ligand charge transfer (MLCT)
excited states of ruthenium(II) complexes containing 2,2’-bipyridine (bpy) and 1,10-
phenanthroline (phen) ligands was studied by femtosecond transient absorption
spectroscopy. Time-resolved anisotropy measurements indicate that the excited state hops
randomly among the three ligands of each complex by subpicosecond interligand electron
transfer (ILET). Although the bpy- and phen-localized \(^3\)MLCT states have similar
energies and steady-state emission spectra, pronounced differences in their excited-state
absorption spectra make it possible to observe changes in excited state populations using
magic angle transient absorption measurements. Analysis of the magic angle signals
shows that the excited electron is equally likely to be found on any of the three ligands
approximately 1 ps after excitation, but this statistical distribution subsequently evolves
to a Boltzmann distribution with a time constant of approximately 10 ps. The apparent
contradiction between ultrafast ILET revealed by time-dependent anisotropy
measurements and the slower ILET seen in magic angle measurements on the tens of
picoseconds time scale is explained by a model in which the underlying rates depend
dynamically on excess vibrational energy. The insight that ILET can occur over multiple
time scales reconciles contradictory literature observations and may lead to improved
photosensitizer performance.

3.1 Introduction

Ruthenium(II) tris(2,2'-bipyridine), hereafter [Ru(bpy)]$_3^{2+}$, is an archetypal
photosensitizer with a long excited-state lifetime of 0.85 μs in deaerated acetonitrile
solution at room temperature. [Ru(bpy)$_3^{2+}$ and other ruthenium(II) polypyridyl
complexes are attractive building blocks for capturing solar energy on account of their
intense metal-to-ligand charge transfer (MLCT) absorption and the redox activity of their
long-lived triplet metal-to-ligand charge transfer (3MLCT) excited states. The initial
1MLCT excited state undergoes intersystem crossing in less than 300 fs to a 3MLCT
state, which is responsible for the long-lived luminescence.

The MLCT excited states of ruthenium(II) polypyridyl complexes are best
described as states in which a d electron from the metal ion is transferred to a π*
orbital of a single ligand. The excited electron appears to be localized on one ligand at a time,
perhaps already in the initial Franck–Condon or 1MLCT excited state. When two or
more kinds of ligands are present (i.e., for heteroleptic complexes), the distribution of
3MLCT excited states depends on the propensity of the different ligands to accept an
electron.

In many metal polypyridyl complexes used for solar energy conversion, a single
ligand is functionalized to facilitate the transfer of an electron from that ligand to a more
distant electron acceptor. For example, polypyridyl ligands with carboxylate functional groups are often used to adsorb ruthenium(II) dyes to a semiconducting metal oxide nanomaterial. In these applications, the ability to direct the excited electron to a particular ligand before excited-state deactivation is of paramount importance. Consequently, any trapping of the excited electron on the ancillary ligands can compromise photosensitization. The problem is inherently a dynamical one: If the barriers separating the $^3$MLCT states localized on different ligands are sufficiently low, then the excited electron can transfer or hop from one ligand to another in a process known as interligand electron-transfer (ILET). Despite several decades worth of spectroscopic studies of model complexes the principles that govern excitation hopping in transition metal complexes remain elusive.

In this study, we investigate the evolution of $^3$MLCT excited states in heteroleptic complexes with the formula $[\text{Ru-(bpy)}_3-n(\text{phen})_n]^{2+}$, where $n = 0, 1, 2, \text{or } 3$, bpy stands for 2,2'-bipyridine, and phen is 1,10-phenanthroline (structures are shown in Figure 3.1). These four complexes were studied earlier by time-resolved resonance Raman spectroscopy using 30 ps laser pulses, and by luminescence spectroscopy at room temperature in aqueous solution and 77 K in ethanol:methanol (4:1 v/v) glass, but only $[\text{Ru(bpy)}_3]^{2+}$ has been studied previously by femtosecond laser spectroscopy. The bpy and phen-localized $^3$MLCT states are virtually isoenergetic, yet the phen ligand has a larger cross section for absorption than bpy at shorter wavelengths in the MLCT absorption band. This makes it possible to prepare nonequilibrated excited state
populations by judicious selection of the excitation wavelength and to study their subsequent evolution toward Boltzmann distributed populations due to ILET.

Here, we show using femtosecond transient absorption (TA) spectroscopy that ILET occurs on an ultrafast time scale in all four complexes studied, causing the $^3\text{MLCT}$ states to be randomly distributed among the various ligands. Differences in the excited-state absorption (ESA) spectra of the different $^3\text{MLCT}$ states allow the time-evolving populations of each ligand type to be followed by magic angle TA spectroscopy. These experiments reveal that although a random distribution is established in hundreds of femtoseconds, significant population redistribution from phen- to bpy-localized $^3\text{MLCT}$ states takes place over tens of picoseconds. As a result of this slow equilibration, the ensemble of photoexcited complexes does not achieve a Boltzmann distribution for nearly 100 ps. A model in which ILET rates depend sensitively on excess vibrational energy is proposed as an explanation for the experimental observation that ILET takes place on multiple time scales in these complexes.

Note that throughout this article the ILET dynamics of each complex will be interpreted in terms of three ligand-localized $^3\text{MLCT}$ states. Such a model fits the experimental observations and captures the essential dynamics. However, it must be kept in mind that these three states represent a simplified view of the actual manifold of states that arise from splitting of triplet sublevels and from higher-energy $^3\text{MLCT}$ states in which the hole on the metal center adopts various orientations with respect to the ligand on which the photoexcited electron is localized.  

We will also refer to hopping of the photoexcited electron from ligand to ligand for the sake of simplicity, even though
electron hopping will be accompanied in general by simultaneous “reorientation” or transfer of the metal-centered hole.\textsuperscript{20}

3.2 Experimental Methods

3.2.1. Ruthenium Complex Synthesis

The hexafluorophosphate (PF\textsubscript{6}\textsuperscript{-}) salts of the four ruthenium complexes were synthesized by following previously published work or were obtained directly from commercial sources. [Ru(bpy)\textsubscript{3}](PF\textsubscript{6})\textsubscript{2} was purchased from Sigma-Aldrich and used as received. The remaining complexes were prepared as follows:

[Ru(phen)(bpy)\textsubscript{2}](PF\textsubscript{6})\textsubscript{2}. Ru(bpy)\textsubscript{2}Cl\textsubscript{2} was first synthesized using established procedures.\textsuperscript{21} In a round-bottom flask 370.4 mg (0.764 mmol) Ru(bpy)\textsubscript{2}Cl\textsubscript{2} and 166.7 mg (0.840 mmol) of 1,10-phenanthroline were added to 10 mL of methanol and allowed to reflux under argon for 3 h. To this red solution 3 mL of water were added and the solution was gravity filtered before 1.5 mL of a saturated solution of aqueous ammonium hexafluorophosphate (NH\textsubscript{4}PF\textsubscript{6}) were added to the warm mixture. The precipitate was collected and washed with cold water and ether then further cleaned on a silica gel column (1% sat. aqueous potassium nitrate, 9% water, 90% acetonitrile). The product fractions were evaporated to dryness, dissolved in methanol, and then reprecipitated with aqueous ammonium hexafluorophosphate (NH\textsubscript{4}PF\textsubscript{6}). The resulting precipitate was collected via vacuum filtration and washed with cold water and ether to obtain 416.7 mg of the desired product (0.472 mmol, 62% yield). MS: M 2+ 297.0406 (found), 297.0550 (calculated).
$[\text{Ru(phen)}_2(\text{bpy})](\text{PF}_6)_2$. Ru(phen)$_2$Cl$_2$ was first synthesized using established procedures. Small amounts of a Ru(phen)$_3$Cl$_2$ contaminant, present as red crystals in the starting material, were removed by soaking the material in cold methanol and removing the supernatant before using the remaining solid in further reactions. In a round-bottom flask 200 mg (0.35 mmol) Ru(phen)$_2$Cl$_2$ and 65 mg (0.41 mmol) 2,2’-bipyridine were suspended in 10 mL methanol. This mixture was refluxed under argon for 4 h then filtered and 6 mL water were added and the product was precipitated using aqueous ammonium hexafluorophosphate (NH$_4$PF$_6$). The precipitate was washed with water and ether then further cleaned on a silica gel column (1% sat aq potassium nitrate, 9% water, 90% acetonitrile). The product fractions were evaporated to dryness, dissolved in methanol, and then reprecipitated with aqueous ammonium hexafluorophosphate (NH$_4$PF$_6$). The resulting microcrystals were collected via vacuum filtration and washed with water and ether to yield 88 mg (0.097 mmol, 28% yield) of the desired product. MS: M $^+$ 309.0662 (found), 309.0552 (calculated).

$[\text{Ru(phen)}_3](\text{PF}_6)_2$. Ru(DMSO)$_4$Cl$_2$ was first synthesized using established procedures. In a round-bottom flask 66 mg (0.14 mmol) Ru(DMSO)$_4$Cl$_2$ and 91 mg (0.45 mmol) 1,10-phenanthroline was added to 3 mL of ethylene glycol. The mixture was heated at 120 °C using a sand bath for 4 h. To the hot mixture about 5 mL water were added followed by addition of 3 mL of a saturated solution of aqueous ammonium hexafluorophosphate (NH$_4$PF$_6$). The resulting bright orange precipitate was collected by vacuum filtration and washed with water and ether with a yield of 68.1 mg (0.073 mmol, 53% yield). MS: M $^+$ 321.05 (found), 321.06 (calculated).
3.2.2. Spectroscopic Measurements

All samples were studied in acetonitrile (>99.9%, Sigma-Aldrich) solution. UV−vis absorption measurements were recorded over the spectral range of 190−700 nm with a lamp spectrophotometer (Lambda25, PerkinElmer) using 1 nm slit widths. Solutions were held in 1 cm path length fused silica cuvettes. Figure 3.1. Top: Structures for the bidentate ligands 2,2’-bipyridine (bpy), 1,10-phenanthroline (phen) and the ruthenium complexes. Bottom: Molar absorption coefficient (ε) of [Ru(bpy)_3]^{2+} (black), [Ru(bpy)_2(phen)]^{2+} (blue), [Ru(bpy)(phen)_2]^{2+} (green), and [Ru(phen)_3]^{2+} (red) in acetonitrile solution. The spectra have been scaled using the ε values from Table 3.1. The dashed lines denote the pump wavelengths used in the transient absorption experiments.

Emission lifetimes were measured by the time-correlated single photon counting (TCSPC) technique using a commercial spectrometer system (FluoTime200, PicoQuant Photonics North America, West Springfield, MA). Excitation pulses at 450 nm were obtained from a femtosecond Ti:sapphire laser (Chameleon Ultra II, Coherent Inc.) equipped with a second and third harmonic generator. The laser produces sub-picosecond excitation pulses at a repetition rate of 80 MHz. The repetition rate was decreased to 160 kHz using an electro-optic modulator (M350 105, Conoptics) before being focused into a 1 cm cuvette containing the sample under study. Emitted photons were collected at 90° and directed through a monochromator (f = 100 mm) onto a microchannel plate photomultiplier tube (model R3809U-50, Hamamatsu Corp.). The emission polarizer was set to magic angle with respect to the excitation polarizer. Emission signals were
collected over a range of 5 μs using a bin width of 256 ps. Signal acquisition was stopped after approximately 10^4 photons had been detected in any single channel.

The absorbance of each solution was kept below 0.1 at the excitation wavelength for the TCSPC experiments. Each solution was deaerated by bubbling with dry nitrogen gas for 30 min before performing time-resolved measurements. Steady-state emission spectra were recorded before and after TCSPC measurements to confirm that oxygen from air had not diffused into the sealed cuvettes.

Femtosecond TA measurements were performed using a 1 kHz amplified Ti:Sapphire laser system (Libra-HE, Coherent Inc.). Pump pulses at 400 nm were generated by frequency doubling the fundamental in a BBO second harmonic crystal, while 480 nm pump pulses were produced with an optical parametric amplifier (OPerA Solo, Coherent). For the generation of broadband probe pulses a small amount of the fundamental beam was focused in a 4-mm-thickness CaF₂ window to produce a white light continuum. In order to avoid damaging the CaF₂ crystal surface and to minimize polarization changes due to the birefringence of the crystal material, the window was continually moved without rotation using a circularly translating stage. Pump and probe pulses were focused on the sample yielding diameters of 250 and 60 μm at the spatial overlap region in the sample. The pump pulse energy was approximately 1 μJ. A computer-controlled translation stage, with a minimum step size of 2.4 μm and a total travel range of 600 mm, was used to control the time delay between pump and probe pulses.
Signals were recorded either in a broadband mode to obtain transient spectra at specific delay times or in a single wavelength mode to observe kinetics with high accuracy. For broadband transient absorption measurements the probe light was directed with a fiber optic cable (Ocean Optics, \( f_{\text{in}} = 42 \text{ mm}, f_{\text{out}} = 68 \text{ mm} \)) into a CCD spectrometer (model 2000+, Ocean Optics). To synchronize the 1 kHz laser pulse train and the CCD spectrometer, the trigger output of the regenerative laser amplifier system was fed into a delay generator and converted to the fifth subharmonic of the trigger signal. The resulting 200 Hz signal triggered spectral acquisition by the CCD. It was further divided by two to produce a 100 Hz signal used to synchronize a mechanical chopper placed in the pump beam. The chopper alternately passed or blocked groups of five consecutive pump pulses to generate the pump on and pump off cycles.

The CCD detector was placed in high-speed data acquisition mode with a 3 ms integration time, allowing 2 ms for the detector to reset. In this manner, a spectrum of the transmitted probe pulse was collected every 5 ms with pump pulses alternately on or off. A total of 6000 spectra were acquired at each position of the delay line. Software written in LabWindows/CVI (National Instruments) was used for data processing and to calculate transient absorption changes. Stray light from the pump pulse provided an easy criterion for sorting pump on and pump off spectra. The arrival time of the probe pulse varied by \( \sim 1.5 \text{ ps} \) from 320 to 700 nm due to chirp in the continuum probe pulse. As the transient spectra were not chirp corrected, broadband data were analyzed only at times \( >3 \text{ ps} \).
Single-wavelength transient absorption measurements were performed by passing the white light probe pulse through a monochromator (f = 300 mm) to a photomultiplier tube (PMT). The PMT signal was amplified with a lock-in amplifier (Model SR830, Stanford instruments) synchronized with the mechanical chopper. The chopper was set to block two out of three pump pulses (333 Hz). At each delay setting, the lock-in amplifier signal was acquired for three seconds, corresponding to an average over 3000 laser pulses. Ten back-to-back scans were averaged for each kinetic trace. Traces were fit to sums of exponentials convoluted with a Gaussian function with a full width at half-maximum of 200 fs to represent the instrument response function. Fitting was performed both for individual traces recorded at single wavelengths and for groups of traces recorded at multiple wavelengths using global nonlinear least squares fitting routines in the Igor Pro software package (v 6.3, Wavemetrics).

Transient absorption anisotropy measurements were made using the single wavelength setup described above. Signals with parallel ($I_\parallel$) and perpendicular ($I_\perp$) polarizations of pump and probe pulses were recorded in back-to-back scans and used to calculate the time-dependent anisotropy, $r(t)$, defined as

$$r(t) = \frac{I_\parallel - I_\perp}{I_\parallel + 2I_\perp}$$  \hspace{1cm} (3.1)

Before evaluating $r(t)$, the perpendicular and parallel signals were scaled to have the same amplitude at delay times greater than 300 ps. At this time delay, perpendicular and parallel signals are equal because reorientation of [Ru(bpy)$_3$]$^{2+}$ occurs with a time constant of 50 ps in acetonitrile solution at room temperature.$^{9,25}$ This tail-matching procedure minimizes errors due to fluctuations in laser parameters that could distort the
amplitudes of sequentially measured TA signals. As an additional check, it was confirmed that the signal calculated as $I_\parallel + 2I_\perp$ after tail matching agrees with the signal recorded separately with magic angle polarizations.

TA sample solutions were held in a stationary fused silica cuvette with a path length of 1 mm. Exchanging the sample solution in the pumped volume was not required as the metal complexes relax completely during the 1 ms interval between laser pulses. Samples were checked for degradation by comparing UV/vis absorption spectra before and after TA measurements, but no changes in absorption were observed. Additionally, TA signals recorded for [$\text{Ru(bpy)}_3^{2+}$] using a flowing sample cell gave identical signals.

### 3.3 Results

#### 3.3.1. Steady-State Measurements

Absorption spectra of the four ruthenium(II) complexes in acetonitrile solution are compared in Figure 3.1. The spectra were scaled to match the literature molar absorption coefficients ($\varepsilon$) listed in Table 3.1. Absorption in the $^1$MLCT band seen near 450 nm increases with the number of phen ligands, although all complexes have similar absorption cross sections near 480 nm. For [$\text{Ru(bpy)}_3^{2+}$], maximum $^1$MLCT absorption occurs at 451 nm and a strong ligand-centered (LC) band is seen with $\lambda_{\text{max}}$ at 287 nm, while in [$\text{Ru(phen)}_3^{2+}$] the maxima in these bands are at 445 and 262 nm, respectively. The absorption spectra of the tris complexes agree with those from previous reports.\textsuperscript{1,26}

Maximum MLCT absorption by the heteroleptic complexes occurs at wavelengths intermediate between ones measured for the homoleptic complexes and shifts to shorter
wavelength as the number of phen ligands increases. The absorption spectra of the two heteroleptic complexes can be approximately reproduced by linear combinations of the tris-chelate spectra.

3.3.2. Emission Lifetimes

Emission decays at 600 nm were recorded for each metal complex by the TCSPC technique (Figure 3.2). Emission from each complex decays with a single lifetime (last column in Table 3.2), which decreases as the number of phen ligands increases. The lifetimes measured for the \( n = 0 \) and \( n = 1 \) complexes (\( n \) is the number of phen ligands) are in excellent agreement with previous values of 894 ns and 798 ns, respectively, measured for these complexes in room-temperature acetonitrile solution by Glazer et al.\(^\text{30}\) Our measured lifetime of 440 ns for \([\text{Ru(phen)}_3]^{2+}\) agrees well with the lifetime of 420 ns reported by Sakuda et al.\(^\text{31}\) for the same complex in deaerated acetonitrile at 298 K.

3.3.3. Transient Anisotropy Measurements

Transient anisotropy signals were recorded for all complexes following excitation at 480 nm with probing within the ESA band (370 nm for \([\text{Ru(bpy)}_3]^{2+}\) and \([\text{Ru(bpy)}_2(\text{phen})]^{2+}\), and 350 nm for \([\text{Ru(bpy)}(\text{phen})]^{2+}\) and \([\text{Ru(phen)}_3]^{2+}\)), and at 450 nm, a wavelength near the \( ^1\text{MLCT} \) band absorption maximum (Figure 3.3). Excitation at 480 nm was chosen in order to compare with results of Wallin et al.\(^\text{9}\) and because this wavelength reduces interference from the effects of excess vibrational energy as discussed in ref 9.
The anisotropy signals within the ESA band (open circles in Figure 3.3) are negative at all delay times, but the observed biphasic decays approximately mirror the dynamics seen in the positive anisotropy signals at 450 nm. The anisotropy at 450 nm for all complexes decays rapidly to a value of 0.1 in under 1 ps for each complex, while the negative anisotropy signals seen at 370 and 350 nm decay toward the baseline approaching a value of −0.05 by 1 ps. The anisotropy signals at all three probe wavelengths could be globally fit for each complex to a fast decay that is shorter than our experimental time resolution (<200 fs, see Table 3.2), followed by a slower decay with a time constant of between 30 and 100 ps. The latter decay can be seen in Figure 3.3, but was difficult to determine accurately due to the weak anisotropy signals at long delay times. Nevertheless, this component agrees reasonably well with a value of 50 ps reported earlier for [Ru(bpy)$_3$]$^{2+}$.$^{6,9}$

3.3.4. Magic Angle TA Experiments

TA difference spectra recorded from 3 to 300 ps after 400 nm excitation are shown in Figure 3.4. For each complex, bleaching of the $^1$MLCT band is observed near 450 nm as well as a strong peak below 400 nm that is assigned to ESA by the $^3$MLCT excited state. While [Ru(phen)$_3$]$^{2+}$ only shows a broad ESA band with a maximum near 320 nm, the three complexes with bpy ligands show a peak ([Ru(bpy)$_3$]$^{2+}$, [Ru(bpy)$_2$(phen)]$^{2+}$) or a shoulder ([Ru(bpy)(phen)$_2$]$^{2+}$) at 370 nm. The 370 nm band grows in amplitude over the first 100 ps after photoexcitation. Finally, a weak positive $\Delta A$ signal is seen at wavelengths above 500 nm for all complexes.
The TA difference spectrum of [Ru(bpy)$_3$]$^{2+}$ (Figure 3.4) does not change after 100 ps as reported by Wallin et al.\textsuperscript{9} For this reason, the transient difference spectra at delay times $\geq$100 ps agree with ones recorded with nanosecond time resolution.\textsuperscript{27,32} At 300 ps, the ratio of the maximum ESA signal at 370 nm to the absolute value of the maximum bleach signal at 451 nm is 1.70. This value is in excellent agreement with the ratio of 1.74 reported by Yoshimura et al.\textsuperscript{27} for [Ru(bpy)$_3$]$^{2+}$ excited at 532 nm. Somewhat smaller ratios of 1.5 and 1.2 are estimated from the spectra published in refs 33 and 9, respectively. It is worth noting that the TA spectrum published in Figure 2A of ref 9 for [Ru(bpy)$_3$]$^{2+}$ is shifted by $\sim$15 nm to shorter wavelengths compared to other spectra, including our own.

Several trends in the difference spectra are noted as the number of phen ligands is increased. First, absorption above 500 nm increases in strength. Second, the ESA band seen below 400 nm broadens and shifts to shorter wavelengths. Finally, the ratio of the maximum of the short wavelength ESA band to the maximum bleach signal decreases by nearly a factor of 3 from [Ru(bpy)$_3$]$^{2+}$ to [Ru(phen)$_3$]$^{2+}$ in good agreement with the trend seen in ns transient difference spectra for the tris chelate complexes.\textsuperscript{13}

The signals recorded in single-wavelength TA measurements generally evolve biexponentially with a time constant of less than 200 fs and a second time constant of approximately 10 ps. The time constants determined from global fits to kinetic traces recorded at several wavelengths are summarized in Table 3.2. Figure 3.5 shows the signal evolution at probe wavelengths of 370 and 450 nm after excitation at 400 nm. The former
wavelength falls in the ESA band, while the latter one reveals the bleaching dynamics of
the MLCT absorption band.

The time constants observed here for \([\text{Ru(bpy)}_3]^{2+}\) agree well with findings by
Wallin et al.,\(^9\) who observed a time constant of 300 fs and a second component of
between 5 and 15 ps for this complex at 360 nm following excitation at 480 nm. As seen
in Figure 3.5, the ESA signal at 370 from each of the three bpy-containing complexes
grows substantially with a time constant of \(~\sim 10\) ps. Importantly, the amplitude of this
component is largest for the mixed-ligand complexes. For \([\text{Ru(bpy)}_3]^{2+}\), the amplitude of
the picosecond component is 0.6 mOD (10\% of the total amplitude), while for
\([\text{Ru(bpy)}_2(\text{phen})]^{2+}\) and \([\text{Ru(bpy)}(\text{phen})_2]^{2+}\), this component has amplitudes of 1.1 mOD
(30\%) and 1.0 mOD (44\%), respectively. Strikingly, the signal for \([\text{Ru(phen)}_3]^{2+}\) at 370
nm (Figure 3.5) lacks this component and is constant from 1 ps onward. Broadband TA
spectra (Figure S1) and kinetic traces (Figure S2) recorded for each complex with 480 nm
excitation were essentially the same within experimental uncertainty as the signals
obtained with 400 nm excitation. Table 3.2 summarizes the very similar lifetimes
observed for both excitation wavelengths.

Excited state absorption spectra were calculated from the transient difference
spectra and the ground state absorption spectrum of each complex. Because TA signals
are proportional to the difference between the absorption cross section of each excited-
state species and the ground state, the molar absorption coefficient of the \(^3\)MLCT excited
state of a complex containing \(n\) phen ligands, \(\varepsilon_{n}^{\lambda}\), can be calculated as

\[
\varepsilon_{n}^{\lambda}(\lambda, t) = \Delta\alpha(\lambda, t) \cdot \gamma + \varepsilon_{n}(\lambda, t)
\]  

(3.2)
where $\Delta A(\lambda, t)$ is the measured signal from Figure 3.4, $c_n$ is the molar absorption coefficient of the ground state from Figure 3.1, and $\gamma$ is a constant that depends on experimental parameters such as the pump pulse fluence and the steady-state sample absorbance at the pump wavelength. Because the difference spectra in Figure 3.4 were recorded from solutions having the same absorbance at the pump wavelength and with all other experimental parameters held constant, $\gamma$ has the same value for all complexes. This value was determined by fitting the 300 ps $[\text{Ru(bpy)}_3]^{2+}$ signal using eq 3.2 to the ESA spectrum of the same complex recorded by Ohno et al. in 4:1 H$_2$O:CH$_3$CN solution$^{34}$. The same value of $\gamma$ was then used to calculate the ESA spectra of the remaining complexes at all other delay times. The results are shown in Figure 3.6. The excellent agreement between the spectrum for $[\text{Ru(phen)}_3]^{2+}$ at 300 ps (i.e., the fully thermalized ESA spectrum) calculated in this manner with the spectrum for the same complex shown in Figure 4-S of ref 34 confirms the soundness of this procedure. ESA spectra calculated in the same manner from the difference spectra recorded with 480 nm excitation are shown in Figure S3. No significant differences are noted for 480 nm vs 400 nm excitation.

The ESA spectra of the three bpy-containing complexes in Figure 3.6 all exhibit a strong band near 370 nm. No such band is seen for $[\text{Ru(phen)}_3]^{2+}$, and its ESA spectrum instead peaks below 300 nm with a broad shoulder between 350 and 400 nm. The ESA spectra of the heteroleptic complexes are roughly intermediate in intensity between those of the homoleptic complexes, except near 450 nm, where both tris-complexes show higher molar absorptivity than the mixed-ligand complexes.
3.4 Discussion

3.4.1. Steady-State Absorption Spectra

The LC band maxima occur at 287 and 262 nm in all four complexes, indicating that neighboring ligands do not influence the transition energies of the localized $^1\pi\pi^*$ transitions of each ligand.\textsuperscript{15} On the other hand, the maximum in the $^1$MLCT absorption band shifts slightly to shorter wavelengths as the number of phen ligands increases (Figure 3.1 and Table 3.1). In view of the evidence that excitation initially populates fully localized $^1$MLCT states,\textsuperscript{35,36} the greater molar absorptivity of the phen-containing complexes between 375 and 450 nm suggests that 400 nm excitation of the heteroleptic complexes preferentially excites phen-localized MLCT states. On the other hand, the molar absorption coefficient is similar for all complexes at 480 nm (Figure 3.1), suggesting that this wavelength is equally likely to excite any of the three ligands. If excited-state redistribution via ILET were to occur slowly enough, then it could be possible to observe the different Franck–Condon distributions at early times. This possibility will be addressed below when our conclusions about the distribution of $^3$MLCT states on bpy vs phen ligands are presented.

3.4.2. Emission Lifetimes

Monoexponential luminescence decays are observed for each complex at room temperature (Figure 3.2). The emission lifetimes of the Heteroleptic complexes are intermediate between those of the tris-ligated complexes in agreement with previous observations for [Ru(bpy)$_2$(phen)]$^{2+}$\textsuperscript{15,30,37} and [Ru(bpy)(phen)$_2$]$^{2+}$.\textsuperscript{15} If ILET rates were
comparable to or slower than the rate of emission, then two distinct lifetimes would be observed due to emission from bpy- and phen-localized $^3$MLCT states. The monoexponential lifetimes therefore indicate that ILET takes place much faster than emission. We assume that each of the three localized $^3$MLCT states can undergo ILET by transferring the excess electron to another ligand or decay radiatively or nonradiatively to the electronic ground state. Assuming that the rate of ILET is much faster than the latter rates, then all three $^3$MLCT states will be in equilibrium in amounts that are determined by the energy splitting between the two types of ligand-localized excited states. As shown in Supporting Information (SI), each complex undergoes excited state decay with a unique rate given by

$$k_n = \frac{(3 - n)k_0 + nk_3 \exp(-\Delta E/k_b T)}{3 - n + n \exp(-\Delta E/k_b T)}$$

(3.3)

where $n$ is the number of phen ligands, and $3 - n$ is the number of bpy ligands. In eq 3.3, $\Delta E$ is the energy of the reduced phen ligand minus the energy of the reduced bpy ligand. In this model, the excited-state decay rates of the two Heteroleptic complexes, $k_1$ and $k_2$, are linear combinations of the decay rates for $[\text{Ru(bpy)}_3]^{2+}$ ($k_0$) and $[\text{Ru(phen)}_3]^{2+}$ ($k_3$).

An excellent fit to the measured lifetimes is obtained for $\Delta E$ equal to $310 \pm 60$ cm$^{-1}$ (Figure 3.7). This value roughly matches the energy difference determined by Blakley et al. from a photoselection study of Ru(II) complexes in ethanol at 77 K.$^{38}$ These investigators estimated that the $\pi^*$ orbital of phen is $240$ cm$^{-1}$ higher in energy than the $\pi^*$ orbital of bpy.$^{38}$ However, the agreement may be somewhat fortuitous in view of solvent effects on the $^3$MLCT state energetics and lifetimes. The energy of the phen-localized excited state is predicted to lie $55 \pm 20$ cm$^{-1}$ below the bpy-localized state ($\Delta E$
= -55 cm\(^{-1}\)) when eq 3.3 is applied to emission lifetimes measured by Baggott et al.\(^{15}\) for [Ru(bpy)\(_{3-n}\)(phen)\(_n\)]\(^{2+}\) \((n = 0 \text{ to } 3)\) complexes in H\(_2\)O at 298 K.\(^{15}\) The inversion of the two \(^3\)MLCT states in H\(_2\)O is most likely a solvent effect. Emission lifetimes measured in independent laboratories and compiled in ref 1 confirm that the emission lifetime of the \(n = 0\) complex is longer than that of the \(n = 3\) complex in room-temperature acetonitrile solution, while the opposite trend holds in room-temperature aqueous solution. The emission lifetimes also vary in complex fashion with increasing temperature.\(^{39}\)

Regardless of these subtleties, analysis of the emission lifetimes using the kinetic model described in the SI strongly confirms that the splitting between bpy- and phen-localized \(^3\)MLCT states is small.

3.4.3. Excited-State Dynamics: Time-Resolved Anisotropy

ILET rates were investigated previously for [Ru(bpy)\(_3\)]\(^{2+}\) using a variety of methods. Malone et al.\(^6\) deduced a 47 ps time constant as the time needed for \(^3\)MLCT excitation to hop from one bpy ligand to another from a 12 ps decay component seen in the anisotropy signal. They also observed a second, slower component of 51 ps, which they assigned to rotational diffusion. Later, Wallin et al.\(^9\) measured the time-dependent anisotropy for [Ru(bpy)\(_3\)]\(^{2+}\) with higher time resolution and observed significantly faster decay components than the ones reported in ref 6. Wallin et al. fit their anisotropy signals to triexponential decays with time constants of 300 fs, 5 ps, and 50 ps. They showed that the time-resolved anisotropy signals from [Ru(bpy)\(_3\)]\(^{2+}\) attain values 1 ps after excitation
consistent with complete randomization of the initially excited state over all ligands.\textsuperscript{9} For this reason, they concluded that ILET most likely occurs in less than 300 fs.

The anisotropy signals (Figure 3.3) measured in this study are similar in both temporal evolution and amplitude to the ones in ref 9. In particular, the absolute value of $r(t)$ decreases dramatically for all four complexes on the subpicosecond time scale, suggesting that ILET is responsible for the observed ultrafast depolarization. The time-dependent anisotropy measurements provide clear evidence in favor of ultrafast ILET, but we propose that this initial high rate of ILET is not maintained throughout the long microsecond lifetime of the complex. Indeed, barriers to ILET in $[\text{Ru(bpy)}_3]^{2+}$ have been estimated to be approximately 1000 cm$^{-1}$ on the basis of intervalence charge transfer absorption by the singly and doubly reduced complex.\textsuperscript{40,41} Barriers of this magnitude suggest that ET cannot occur in hundreds of femtoseconds for the fully thermalized $^3\text{MLCT}$ state. The solution to these conflicting concepts is a model in which ILET first occurs at ultrafast rates when excess vibrational energy is present, but then slows down by orders of magnitude as this energy is dissipated. Support for the idea that ILET can take place at slower rates at longer times is provided by analysis of the magic angle TA signals as discussed next.

3.4.4. Excited-State Dynamics: Magic Angle TA Experiments

After the $^3\text{MLCT}$ state of each excited complex has moved randomly to one of the other ligands, further hopping of the excitation can no longer alter the anisotropy of the ensemble, and is therefore unobservable. This makes it impossible to use time-resolved
anisotropy measurements to observe hopping after \( \sim 1 \) ps, the time required for initial depolarization. Magic angle TA signals, although they cannot be used to observe ILET between identical ligands, can report on population transfer between different ligands before excited state equilibrium is established. In the following, we present evidence that bpy- and phen-localized excited states have distinct ESA spectra that make it possible to differentiate between these states. Additionally, relatively slow changes occurring with a time constant of between 10 and 20 ps reveal that excited-state equilibration of the \(^3\)MLCT states created by photoexcitation is established slowly.

The ESA spectrum derived for [Ru(phen)_3]^{2+} shows only weak absorption at 370 nm compared to all of the bpy containing complexes (Figure 3.6). Transient absorption at 370 nm by [Ru(bpy)_3]^{2+} has been assigned to a reduced bpy ligand,\(^{42,43}\) consistent with localization of the excited electron of the \(^3\)MLCT state on a single ligand: \([\text{Ru}^{3+} (\text{bpy})_2 (\text{bpy}^-)]^{2+}\). The magic angle TA signals recorded for complexes containing at least one bpy ligand (Figures 3.4 and 3.5) exhibit a \( \sim 10 \) ps component that is seen most clearly as a rise in the ESA band near 370 nm (Figure 3.5). In contrast, the [Ru(phen)_3]^{2+} signals are remarkably flat over the same time range, and the 10 ps component is not seen at any probe wavelength. The rising signals in Figure 3.5 could therefore be an indication of progressive population transfer from phen- to bpy-localized \(^3\)MLCT states.

The rise in the [Ru(bpy)_3]^{2+} signal (Figure 3.5) complicates this interpretation because transfer of population between identical bpy ligands cannot change the magic angle TA signals. Picosecond time scale changes to magic angle TA signals from [Ru(bpy)_3]^{2+9,18,33} and other ruthenium(II) polypyridyl complexes\(^{11,44,45}\) have been
assigned in the past to vibrational cooling (VC) dynamics. VC reflects the transfer of excess vibrational energy to the solvent from an impulsively formed excited state, a process that commonly occurs on the ∼10 ps time scale for many molecular solutes in acetonitrile solution.\textsuperscript{46,47}

Henry et al.\textsuperscript{33} thoroughly studied a series of Ru(II) polypyridyl complexes by time-resolved resonance Raman spectroscopy and concluded that VC occurs with a characteristic time constant of 10 ps. Surprisingly, these authors found the VC dynamics to be largely independent of solvent and excitation wavelength. This contrasts with other solutes like the DNA nucleobases where VC occurs at remarkably different rates as the solvent is varied.\textsuperscript{47} Henry et al. also observed similar rates for complexes in which the \(^3\)MLCT state is localized on a single ligand type as for complexes where multiple low-energy \(^3\)MLCT states are present. Henry et al. suggested that this last result indicates that the time to fully thermalize the \(^3\)MLCT state is unaffected by localization dynamics.

Although changes to the Raman spectrum of the \(^3\)MLCT states of ruthenium(II) polypyridyl complexes provide evidence of vibrational relaxation on the tens of picoseconds time scale,\textsuperscript{33} the consequences of this relaxation for electronic spectra are uncertain. In their study of emission from [Ru(bpy)_3]\(^{2+}\) by broadband femtosecond fluorescence upconversion, Cannizzo et al.\textsuperscript{17} observed no changes to the shape of the emission spectrum after 200 fs. They attributed this striking absence of vibrational cooling effects on emission to impulsive intramolecular vibrational-energy redistribution (IVR) to low frequency modes that contribute negligibly to the shape of the spectrum.\textsuperscript{17}
Our results for [Ru(phen)$_3$]$^{2+}$ suggest that VC may not be entirely responsible for changes in the TA signals. The time resolved spectra for this complex are remarkably constant after 1 ps (Figure 3.4) and show no obvious VC effects. The flat TA kinetic traces seen for this complex at probe wavelengths of 370 and 450 nm reinforce this point (Figure 3.5). These observations demonstrate that the phen-localized $^3$MLCT state is unaffected by the events, whatever their precise nature, that cause the TA signals of bpy-localized $^3$MLCT states to increase. One possibility is that the 10 ps process reflects a geometrical change by the reduced bpy ligand that is frustrated by the more rigid phen ligand.

Regardless of the precise reasons for the increase in the [Ru(bpy)$_3$]$^{2+}$ signals at 370 nm, the similar increases seen in Figure 3.5 for the mixed ligand complexes ($n = 1, 2$) cannot be due solely to intraligand changes of bpy-localized excited states. If only bpy-localized $^3$MLCT states are populated in all complexes, and if the VC (or other intraligand process) responsible for the signal growth is independent of the identity of the other ligands as suggested by the study of Henry et al.,$^{33}$ then all three of the bpy-containing complexes should give identical signals. On the other hand, if the final $^3$MLCT states of the heteroleptic complexes were localized on both bpy and phen ligands, then the mixed-ligand complexes would not increase as much as those of [Ru(bpy)$_3$]$^{2+}$ due to the decrease in the number of bpy ligands.

In fact, the amplitude of the 10 ps decay component is greatest for the mixed-ligand complexes (Figures 3.4 and 3.5), suggesting strongly that the intraligand relaxation that takes place in [Ru(bpy)$_3$]$^{2+}$ is accompanied by at least some degree of population
transfer from phen- to bpy-localized $^3$MLCT states in the $n = 1$ and $n = 2$ complexes. In
the next section, we show that a careful analysis of the TA spectral amplitudes can be
used to separate vibrational cooling dynamics from ILET dynamics, even though both
processes take place on overlapping time scales.

3.4.5. Time-Dependent Localization on bpy

Assuming that ESA by an individual complex is dominated by absorption of its
single reduced ligand, then the molar absorption coefficients describing ESA by the
ensemble of the two mixed ligand complexes ($\varepsilon_n$, $n = 1, 2$) can be approximated as a
linear combination of the ESA spectra of the two tris complexes, $[\text{Ru(bpy)}_3]^{2+}$ ($\varepsilon_0$) and
$[\text{Ru(phen)}_3]^{2+}$ ($\varepsilon_3$):

$$
\varepsilon_n(\lambda, t) = \chi(t) \cdot \varepsilon_0(\lambda, t) + (1 - \chi(t)) \cdot \varepsilon_3(\lambda, t)
$$

In eq 3.4, $\chi(t)$ is the fraction of all excited states in the ensemble of photoexcited
complexes that are localized on bpy at time $t$ after photoexcitation. For example, when $\chi$
equals unity all $^3$MLCT states are localized on bpy ligands and the signal is identical to
that of $[\text{Ru(bpy)}_3]^{2+}$. On the other hand, when $\chi$ equals zero the signal equals that of
$[\text{Ru(phen)}_3]^{2+}$. Importantly, the excited state absorption cross sections in eq 3.4 depend
on time and are obtained using eq 3.2. By using time dependent absorption cross sections,
eq 3.4 correctly accounts for the intraligand dynamics responsible for the time-dependent
changes in the absorption by the bpy-localized $^3$MLCT state described in the previous
section.

Figure 3.8 compares experimental ESA spectra for the $n = 1$ and $n = 2$ complexes
obtained with 400 nm excitation at several delay times with linear combinations
calculated with eq 3.4 using various $\chi$ values. The smaller of the two values of $\chi$ used to model the 3 ps spectra was chosen by assuming that the probability of forming a bpy- vs phen-localized $^3$MLCT state is proportional to the absorption cross section of each ligand. In this scenario, which we call the Franck–Condon model, the percentage of $^3$MLCT states localized on bpy ($\%_{\text{bpy}}$) varies with excitation wavelength. Values calculated for 400 and 480 nm are listed in Table 3.3. The low $\chi$ value reflects the fact that the phen ligand is expected to be excited preferentially at 400 nm due to its larger cross section.

A much better fit to the 3 ps spectra in Figure 3.8 is obtained with the “statistical” $\chi$ values (Table 3.3, fourth column). In this model, excited states are equally likely to be found on any of the three ligands. This is consistent with the anisotropy results indicating ultrafast redistribution of the initial excited state. The finding that the initial excited state has a significant percentage of phen-localized excited states agrees with DFT calculations of the $n = 2$ complex in solvent-free conditions by Bossert and Daniel showing that a significant fraction of the $^1$MLCT and $^3$MLCT excited states are localized on phen. For both mixed ligand complexes, an even greater value of $\chi$ is needed to fit the 300 ps spectrum (Table 3.3, last column).

The finding that localization on bpy ligand(s) increases between 3 and 300 ps is borne out by the graphs in Figure 3.9. This figure shows best-fit values of $\chi$ determined by fitting eq 3.4 to the ESA spectra (Figure 3.6, results for 480 nm excitation are shown in Figure S3). The solid curves show fits to the single wavelength signals at 370 nm scaled using the same $\gamma$ as in section 3.4. By 1 ps after excitation, the distribution of bpy localized excited states is clearly different from the Franck-Condon distribution.
(horizontal solid lines in Figure 3.9) and the excited state of a given complex is equally likely to be found on any of the three ligands (statistical distribution). The subpicosecond growth in $\chi$ may stem from ultrafast rates of ILET at early times, as they match well with the time scales observed using anisotropy (Table 3.2), but may be difficult to discern from other processes occurring on ultrafast time scales.

Over the next few hundred picoseconds, the distribution of excited states gradually assumes the final Boltzmann populations shown by the dashed black lines in Figure 3.9. In both complexes, nearly half of the phen-localized excited states present at 1 ps have become bpy-localized by $\sim$100 ps after excitation. Reasonably consistent dynamics are seen for excitation at both 400 and 480 nm, although it may take slightly longer to attain the Boltzmann equilibrium with the shorter-wavelength pump pulse. It is important to note that due to the rough equality of absorption coefficients for both tris complexes at 480 nm, this excitation wavelength is predicted to yield a Franck–Condon distribution that is indistinguishable from the statistical one. The results in Figure 3.9 provide support for the conclusion that localization occurs on multiple time scales.

No changes to the signals are seen after 100 ps, indicating that the excited states have achieved equilibrium by this time. The populations observed at 300 ps (83% bpy character for $[\text{Ru(bpy)}_2(\text{phen})]^2^+$, and 56% bpy character for $[\text{Ru(bpy)(phen)}_2]^2^+$) correspond to a $\Delta E$ of 180 ± 40 cm$^{-1}$. This value is similar to the estimate of 310 ± 60 cm$^{-1}$ determined from the crude model applied to emission lifetimes (section 4.2).
3.4.6. ILET Rates are Time-Dependent

The TA anisotropy signals (Figure 3.3) indicate that ILET takes place in hundreds of femtoseconds, while analysis of the magic angle kinetic traces and time-resolved spectra (Figures 3.4 and 3.5) provide evidence that ILET takes place in tens of picoseconds. A model in which ILET rates depend on the time elapsed after initial excitation can reconcile these apparently contradictory observations.

Rapid ILET is aided by the substantial excess energy deposited by the pump pulse. One measure of this excess energy is the Stokes shift of $\sim 8000 \text{ cm}^{-1}$ for 400 nm excitation of $[\text{Ru(bpy)}_3]^{2+}$. Excess vibrational energy allows activationless ILET to take place on an ultrafast time scale because available energy exceeds the barriers between the different ligand-localized $^3\text{MLCT}$ states. Over the next several picoseconds, the system dissipates excess energy by VC.

Papanikolas and co-workers first proposed that ILET among MLCT states could occur in both activated and activationless regimes. Their analysis of TA anisotropy signals recorded for the symmetrical osmium(II) tris bipyridine complex ($[\text{Os(bpy)}_3]^{2+}$) recorded at different pump wavelengths supported this picture by demonstrating that ILET occurs at faster rates as the excitation energy is increased.$^{49}$ Later, Miller and Moran investigated ILET in the same complex with higher time resolution of 25 fs.$^{50}$ These investigators reported that the TA anisotropy signals decay biexponentially with two time constants that are both less than 1 ps. The faster of the two time constants was assigned to activationless ILET, while the longer time constant was assigned to activated ILET. Consistent with the concept expressed in ref 49, Miller and Moran found that the
contribution of activationless ILET increased for excitation at higher energy (shorter wavelength).

Our model is rooted in this concept that ILET rates are greater when excess energy is present in the MLCT states. However, while these previous investigators emphasized that rates increase at greater excitation energies, we generalize this observation and emphasize that ILET rates will be time dependent even for a fixed excitation wavelength that lies above the origin. This follows from the time-dependent exchange of energy between the ensemble of photoexcited complexes and the solvent. This energy exchange is what moves the ensembles of complexes dynamically between the limits of activationless and activated ILET. Our study is poorly suited to studying the fastest ILET dynamics, which may depend strongly on excitation wavelength, but the similar dynamics seen for excitation at 400 and 480 nm suggests that the evolution from the roughly statistical distribution of MLCT states to the final Boltzmann distribution at long times proceeds on similar time scales.

It is worth repeating that TA anisotropy experiments cannot observe continued hopping of the excitation after the initial depolarization takes place. This suggests to us that the “slow” time constants of 600–900 fs observed by Miller and Moran and assigned by them to incoherent hopping in \([\text{Os(bpy)}_3]^{2+}\) are still much shorter than the time constants that characterize hopping by the fully thermalized \(^3\text{MLCT}\) states. Indeed, Shaw et al. reported that ILET occurs with a time constant of 8.7 ps in \([\text{Os(bpy)}_3]^{2+}\). We note that this value can be crudely reproduced using the Eyring-Polanyi equation

\[
k_{\text{IET}} = \frac{k_B T}{\hbar} \exp \left(-\frac{\Delta G^\ddagger}{RT} \right)
\]  

(3.5)
where $\Delta G^\ddagger$ is the activation energy barrier between a pair of $^3$MLCT states. Equation 3.5 predicts a rate of $8.3 \times 10^{10} \text{ s}^{-1}$ ($\tau = 12 \text{ ps}$) at 293 K using the previously estimated value of 875 cm$^{-1}$ for $\Delta G^\ddagger$ of [Os(bpy)$_3$]$^{2+}$. It thus appears that TA anisotropy measurements like the ones in ref 50 capture the faster portion of ILET dynamics, but miss the slower ILET that takes place during the remainder of the excited-state lifetime. Barriers for ILET in bpy-phen complexes are likely to be similar in magnitude to those reported for [Os(bpy)$_3$]$^{2+}$. For example, the barrier height for symmetric ET between bpy ligands is estimated to be approximately 1000 cm$^{-1}$. Equation 3.5 predicts a lifetime of 22 ps in this case. This crude estimate suggests that ILET involving the fully thermalized excited states takes place on a time scale that overlaps that of vibrational cooling. We propose that the time of 10 to 20 ps required for the initially subpicosecond ILET rates to approach their final values happens to match the ultimate time scale for ILET by the fully thermalized MLCT states.

Based on the results of this study it appears that ILET rates change by several orders of magnitude from the instant of initial excitation until the MLCT states are fully thermalized. It is interesting that the range of time scales observed here for mixed bpy-phen complexes, which range from hundreds of femtoseconds (or faster) to tens of picoseconds, closely match the overall spread of lifetimes reported by individual studies in the past. Notably, magic angle TA experiments suggest that ILET requires at least several picoseconds, while ILET is inferred to take place on a subpicosecond time scale from time-resolved anisotropy experiments. The model outlined here suggests that ILET in ruthenium(II) metal complexes with nearly degenerate ligand
energies occurs on both slow and fast time scales. Magic angle experiments tend to emphasize the former, while TA anisotropy measurements can only observe the fastest ILET rates.

3.5 Conclusions

The excited-state dynamics of four bpy-phen ruthenium(II) complexes were studied by femtosecond transient absorption spectroscopy. The very different ESA spectrum of the [Ru(phen)$_3$]$^{2+}$ complex compared to the bpy-containing complexes made it possible to observe phen-to-bpy population transfer. ILET in each complex initially takes place at rates greater than $10^{12}$ s$^{-1}$ between any pair of ligands, consistent with ultrafast depolarization seen in time-resolved anisotropy measurements. Ultrafast ILET causes the $^3$MLCT state to be distributed statistically across all ligands no later than 1 ps after excitation when exciting at both 400 and 480 nm. Over the next several picoseconds, vibrational cooling dissipates the excess vibrational energy and ILET slows down, becoming an activated process. The rates for transfer between the various ligands gradually become differentiated, as the barriers become rate determining. For the bpy-phen complexes studied here, a Boltzmann distribution in which localization is somewhat favored on bpy is not established for up to 100 ps after excitation. At long times, $^3$MLCT states localized on bpy ligands are somewhat more probable because the $\pi^*$ orbital of bpy is estimated to lie 200–300 cm$^{-1}$ lower in energy than the $\pi^*$ orbital of phen. After the excited state has thermally equilibrated with the surroundings, hops to other ligands are
estimated to take place on the tens of picoseconds time scale using the Eyring-Polanyi equation and past estimates of the activation barriers.

The concept that ILET rates change by orders of magnitude in the first hundred picoseconds can reconcile the many disparate observations of the underlying rates in the literature. This picture may also be helpful for interpreting the often multiphasic ET behavior of transition metal photosensitizers. More refined understanding of ILET can possibly be used to optimally direct a photoexcited electron to a desired ligand.
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Figure 3.1. Top: Structures for the bidentate ligands 2,2'-bipyridine (bpy), 1,10-phenanthroline (phen) and the ruthenium complexes. Bottom: Molar absorption coefficient (ε) of [Ru(bpy)_3]^{2+} (black), [Ru(bpy)_2(phen)]^{2+} (blue), [Ru(bpy)(phen)_2]^{2+} (green) and [Ru(phen)_3]^{2+} (red) in acetonitrile solution. The spectra have been scaled using the ε values from Table 3.1. The dashed lines denote the pump wavelengths used in the transient absorption experiments.
Table 3.1. Wavelength of Maximum MLCT Absorption ($\lambda_{\text{max, abs}}$), emission ($\lambda_{\text{max, em}}$), and Molar Absorption Coefficient ($\varepsilon$) for the Indicated Complexes in Acetonitrile Solution

<table>
<thead>
<tr>
<th>complex</th>
<th>$\lambda_{\text{max, abs}}$ (nm)</th>
<th>$\lambda_{\text{max, em}}$ (nm)</th>
<th>$\varepsilon$ (M$^{-1}$ cm$^{-1}$)$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ru(bpy)$_3$]$^{2+}$</td>
<td>451</td>
<td>620</td>
<td>14,600$^b$ (452)</td>
</tr>
<tr>
<td>[Ru(bpy)$_2$(phen)]$^{2+}$</td>
<td>449</td>
<td>618</td>
<td>15,700$^c$ (449)</td>
</tr>
<tr>
<td>[Ru(bpy)(phen)$_2$]$^{2+}$</td>
<td>447</td>
<td>609</td>
<td>16,500$^c$ (448)</td>
</tr>
<tr>
<td>[Ru(phen)$_3$]$^{2+}$</td>
<td>445</td>
<td>600</td>
<td>19,000$^d$ (447)</td>
</tr>
</tbody>
</table>

$^a$ Measured at the wavelength (nm) shown in parentheses.

$^b$ Ref. 26.

$^c$ Ref. 27.

$^d$ Ref. 28.
Figure 3.2. Normalized emission decays for the four ruthenium complexes at 600 nm after excitation with a 450 nm pulse. Each decay curve was fit to a single exponential convoluted with a separately measured IRF signal. Best-fit lifetimes are summarized in Table 3.2.

Table 3.2. Lifetimes in Acetonitrile Solution at Room Temperature<sup>a</sup>

<table>
<thead>
<tr>
<th>Complex</th>
<th>anisotropy&lt;sup&gt;b&lt;/sup&gt;</th>
<th>400 nm pump</th>
<th>480 nm pump</th>
<th>emission&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\tau_1) (fs)</td>
<td>(\tau_2) (ps)</td>
<td>(\tau_1) (fs)</td>
<td>(\tau_2) (ps)</td>
</tr>
<tr>
<td>[Ru(bpy)(_3)](^{2+})</td>
<td>100 ± 20</td>
<td>9.2 ± 0.8</td>
<td>152 ± 10</td>
<td>13 ± 1</td>
</tr>
<tr>
<td>[Ru(bpy)(_2)(phen)](^{2+})</td>
<td>140 ± 30</td>
<td>64 ± 6</td>
<td>190 ± 20</td>
<td>10 ± 1</td>
</tr>
<tr>
<td>[Ru(bpy)(phen)(_2)](^{2+})</td>
<td>300 ± 200</td>
<td>40 ± 60</td>
<td>135 ± 70</td>
<td>13 ± 3</td>
</tr>
<tr>
<td>[Ru(phen)(_3)](^{2+})</td>
<td>170 ± 60</td>
<td>130 ± 50</td>
<td>–</td>
<td>102 ± 16</td>
</tr>
</tbody>
</table>

<sup>a</sup> Uncertainties are equal to one standard deviation.

<sup>b</sup> Determined from global fits of the anisotropy signals in Figure 3.

<sup>c</sup> Obtained by globally fitting transients at probe wavelengths of 350, 370, 450, 530, and 610 nm.

<sup>d</sup> Emission was detected at 600 nm with excitation at 450 nm.
Figure 3.3. Time-resolved anisotropy signals, \( r(t) \), for each ruthenium complex after excitation at 480 nm: \( r(t) \) within the ESA band (370 nm for \([\text{Ru(bpy)}_3]^{2+}\) and \([\text{Ru(bpy)}_2(\text{phen})]^{2+}\) and 350 nm for \([\text{Ru(bpy)}(\text{phen})_2]^{2+}\) and \([\text{Ru(phen)}_3]^{2+}\)) is shown by circles, while the anisotropy due to bleaching of the \( ^1\text{MLCT} \) band at 450 nm is shown by crosses. Solid lines are best-fit curves. The vertical dashed line indicates the change from a linear to a logarithmic time axis.
Figure 3.4. TA difference spectra at the indicated delay times for each complex in acetonitrile solution after excitation at 400 nm.
Figure 3.5. Transient absorption signals at 370 nm (top) and 450 nm (bottom) after excitation at 400 nm for \([\text{Ru(bpy)}_3]^{2+}\) (black), \([\text{Ru(bpy)}_2(\text{phen})]^{2+}\) (blue), \([\text{Ru(bpy)}(\text{phen})_2]^{2+}\) (green), and \([\text{Ru(phen)}_3]^{2+}\) (red) in acetonitrile solution. The vertical dashed line indicates the change from a linear to a logarithmic time axis.
Figure 3.6. Excited-state absorption spectra for the four complexes at the indicated times after 400 nm excitation. The open circles shown nanosecond flash photolysis measurements for the two tris complexes from Ohno et al. The ground-state absorption spectra are shown for comparison (black dashed curves).
Figure 3.7. Excited-state decay rates ($k_n$) vs. $n$, the number of phenanthroline ligands (black circles). The magenta curve is the best fit using eq. 3.3. Cyan curves show the predicted lifetimes when $\Delta E$, the splitting between bpy- and phen-localized $^3$MLCT states, is increased or decreased by 60 cm$^{-1}$ from the best-fit value of 310 cm$^{-1}$. The red curve represents the expected trend in emission lifetimes if there was no preference for localization on either type of ligand.

Figure 3.8. Excited-state absorption spectra at 3 ps and 300 ps ($\lambda_{exc} = 400$ nm) for the two mixed-ligand complexes (solid curves) compared with linear combinations of the excited-state spectra of the two tris complexes (dashed curves). The legend in each panel indicates the value of $\chi(t)$ (see eq. 3.4) used to generate the linear combinations.
Table 3.3. Excited State Localization in the Heteroleptic Complexes

<table>
<thead>
<tr>
<th>Complex</th>
<th>% bpy&lt;sup&gt;a&lt;/sup&gt;</th>
<th>FC&lt;sub&gt;400&lt;/sub&gt;&lt;sup&gt;b&lt;/sup&gt;</th>
<th>FC&lt;sub&gt;480&lt;/sub&gt;&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Statistical</th>
<th>Boltzmann&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ru(bpy)&lt;sub&gt;2&lt;/sub&gt;(phen)]&lt;sup&gt;2+&lt;/sup&gt;</td>
<td>46</td>
<td>67</td>
<td>67</td>
<td>83</td>
<td></td>
</tr>
<tr>
<td>[Ru(bpy)(phen)&lt;sub&gt;2&lt;/sub&gt;]&lt;sup&gt;2+&lt;/sup&gt;</td>
<td>18</td>
<td>33</td>
<td>33</td>
<td>56</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Fraction of 3MLCT states localized on the 2,2'-bipyridine (bpy) ligand, $\chi \times 100\%$.

<sup>b</sup> Franck-Condon distribution using $\varepsilon_{400}$ values (M<sup>-1</sup> cm<sup>1</sup>) of 6,550 and 15,800 for [Ru(bpy)<sub>3</sub>]<sup>2+</sup> and [Ru(phen)<sub>3</sub>]<sup>2+</sup>, respectively.

<sup>c</sup> Franck-Condon distribution using $\varepsilon_{480}$ values (M<sup>-1</sup> cm<sup>1</sup>) of 6,230 and 6,170 for [Ru(bpy)<sub>3</sub>]<sup>2+</sup> and [Ru(phen)<sub>3</sub>]<sup>2+</sup>, respectively.

<sup>d</sup> Boltzmann populations determined from fits to spectra in Figure 8.

Figure 3.9. Fraction of bpy-localized 3MLCT excited states ($\chi$) vs. time for [Ru(bpy)<sub>2</sub>(phen)]<sup>2+</sup> (blue) and [Ru(bpy)(phen)<sub>2</sub>]<sup>2+</sup> (green). Solid curves are from fits of eq. 3.4 to the excited-state absorption measured at 370 nm ($\lambda_{\text{exc}} = 400$ nm). $\chi$ values shown by discrete points are from fits to broadband spectra at all wavelengths at the indicated delay times for excitation at 400 nm (+) and at 480 nm (×). Horizontal lines show the Franck-Condon distribution (solid, 400 nm excitation only), statistical (dot-dashed), and Boltzmann (dashed) distributions of localized states are shown as black lines.
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CHAPTER 4

PHOTOINDUCED ELECTRON TRANSFER OBSERVED IN A CLICK-FUNCTIONALIZED RUTHERNIUM(II)-COBALT(II) SUPRAMOLECULAR COMPLEX

4.1 Introduction

Photoredox reactions such as those used for water-splitting are reactions involving electron or hole transfer from the sensitizer.¹ One of the most fundamental challenges in developing charge transfer systems is to enhance the yield and longevity of a charge-separated state, which can then perform redox reactions. Intermolecular photoredox systems in solution suffer in this regard, as an electron donor (D) and acceptor (A) must be at, or diffuse to, a short distance to undergo charge transfer, and so require either high concentrations or long excited-state lifetimes. Supramolecular systems known as donor-bridge-acceptor (DBA) molecules can remedy this issue by covalently linking the photosensitizer to a secondary functional group via a bridge (B).²,³ This secondary group could be a catalytic center, a second sensitizer, or a repository for charges for use in multistep redox reactions.⁴-¹² The bridge linking the two centers allows for electron transfer to occur rapidly and consistently, allowing the sensitizer to be active even at low concentrations.

Charge-transfer in these DBA systems occurs through a combination of tunneling and hopping processes, that are distance-dependent.¹³,¹⁴ The tunneling mechanism assumes that the bridge behaves as an energetic barrier between the donor and acceptor.
groups, which the excited electron must tunnel across to achieve the charge-transfer state.
This results in an exponential decrease in transfer rate \(k\) as the distance between the donor and acceptor groups \(r_{DA}\) becomes larger:

\[
k = k_0 \exp(-\beta \cdot r_{DA})
\]

where \(k_0\) is the theoretical rate constant for donor-acceptor pair in direct contact and \(\beta\) is an attenuation factor intrinsic to the molecular structure of the bridge. This attenuation factor is determined by the height of the energy barrier and the effective mass of the charge carrier across the bridge.\(^{15,16}\) In systems where electron-transfer can occur along a \(\pi\)-conjugated bridge,\(^{17}\) the attenuation factor is small ranging from 0.1 to 6 nm\(^{-1}\),\(^{13}\) making this form of charge transfer the dominant mechanism in systems where donor-acceptor separation is less than \(\sim 4\) nm.\(^{18,19}\) On the other hand, charge hopping, where charge-transfer occurs over intermediate states localized along the bridge, dominates in systems with large donor-acceptor distance. The rate for hopping mechanisms depends less strongly on distance compared to tunneling mechanisms, and can be treated as a diffusive process; however, for this process to occur, the bridge is required to have low energy sites available for localization intermediate to the donor and acceptor sites.\(^{13,20}\)

The underlying aspect of these DBA systems is the following. On the one hand, tethering the donor and acceptor groups together allows them to transfer charge more rapidly and consistently compared to free floating reactants in solution. On the other hand, coupling is sufficiently weak that the charges do not undergo recombination immediately upon formation. The DBAs can have the additional benefit of having separate photosensitizer and catalytic sites, which can be optimized individually, making
them simple and versatile. However, the bridge connecting the donor and acceptor must be able to connect many different types of reactive groups in a stable and robust way.

The Cu(I) catalyzed Huisgen cycloaddition between azide and alkyne moieties has recently been hailed as a simple and efficient means to form a bridge between donor and acceptor groups in a DBA photocatalysts.\textsuperscript{21,22} This high yield “click” reaction, forming 1,2,3-triazole, is robust to a variety of synthetic conditions. The triazole bridge has been paired with many different porphyrins\textsuperscript{23–25}, boron-dipyromethene\textsuperscript{25–27}, and ruthenium polypyridyl\textsuperscript{21,26,28–35} photosensitizers and numerous secondary functional groups. The electron transfer rates of systems range from tens of picoseconds to hundreds of nanoseconds. In some cases, the triazole ring only acts to maintain a close distance between the donor-acceptor, whereby electron transfer takes place “through-space” directly from the donor to the acceptor.\textsuperscript{35} In other cases, the triazole ring acts as a conductive wire, transferring the electron through conjugated $\pi$-bonds along the bridge (“through-bond”).\textsuperscript{24} The triazole bridge has been shown to have an attenuation factor $\beta$ of approximately 2.8 nm\textsuperscript{1,36} which is similar to other conjugated ligands.\textsuperscript{37,38}

The donor-acceptor pair used in this study is composed of three ruthenium(II) polypyridyl complexes and a cobalt(II) polypyridyl complex (Figure 4.1), abbreviated as [Ru-Co]\textsuperscript{8}. Although the ruthenium centers act as the photosensitizer, three distinct mechanisms of quenching have been observed for pairs of Ru(II$^*$)/Co(II) polypyridyl complexes previously, making it difficult to discern which is the donor and acceptor. These three quenching mechanisms can be outlined as:

$$\text{Ru(II$^*$)/Co(II)} \rightarrow \text{Ru(III)/Co(I)}$$ \hfill (4.2a)
\[
\text{Ru(II')/Co(II)} \rightarrow \text{Ru(I)/Co(III)} \quad (4.2b)
\]
\[
\text{Ru(II')/Co(II)} \rightarrow \text{Ru(II)/Co(II')} \quad (4.2c)
\]

The first mechanism (eq 4.2a) is oxidative electron transfer, where the excited electron initially localized on the ruthenium complex is transferred to an empty orbital on the cobalt center, which oxidizes the ruthenium sensitizer. The reductive electron transfer mechanism (eq 4.2b) involves an electron from cobalt being transferred to fill the hole formed from the excitation of ruthenium, reducing the sensitizer. The final quenching mechanism (eq 4.2c) is energy transfer, where the excited state is transferred from the ruthenium complex to the cobalt complex. All three mechanisms have been observed for non-bonded pairs of Ru(II)/Co(II) polypyridyl complexes\textsuperscript{39-41} and have been thought to also affect intramolecular\textsuperscript{42-46} systems. In the intermolecular systems, the three quenching pathways can be promoted or suppressed by changing the ligands attached to each metal center, which affects the redox potential between the donor and acceptor.\textsuperscript{39}

The mechanisms of excited-state quenching by cobalt(II) may also be obfuscated by spin-state relaxations in Co(II), which is d\textsuperscript{7} and can exist in the ground state as either a low-spin doublet (\textsuperscript{2}Co(II)), or a high-spin quadruplet (\textsuperscript{4}Co(II)).\textsuperscript{42,47,48} The relative energy of these two spin-states is dependent on the crystal field splitting energy (10Dq) of the ligands surrounding the metal. While bipyridine ligands have been shown to be relatively weak-field ligands, resulting in cobalt complexes with primarily high-spin centers,\textsuperscript{49} the cobalt(II) bis-terpyridine complex has been observed to have roughly equal proportions of the two spin states at room temperature.\textsuperscript{50} Together, the multitude of quenching
pathways and the equilibrium of cobalt spin-states has made assignments of excited state quenching between these two metal complexes very difficult.\(^{32}\)

In this work, we studied the excited-state quenching processes in the $[\text{Ru-Co}]^{8+}$ complex (Figure 4.1) after exciting the ruthenium center. This quenching rate is compared to that of the intermolecular quenching between the precursors of the multimetal complex, $[\text{Ru(bpy)}_2(\text{alk-phen})]^{2+}$ and $[\text{Co(N}_3\text{-phen})_3]^{2+}$ (Figure 4.1). This comparison will give insight into the effectiveness of using a triazole bridge for electron transfer processes, and potentially offer ways to improve the electron transfer efficiencies of similar bridged systems.

4.2 Results

4.2.1 Steady-State UV/Visible/NIR Absorption Spectra

Absorption spectra of the metal complexes in acetonitrile solution are shown in Figure 4.2a. The absorbance maximum of the ruthenium-centered $^1\text{MLCT}$ band occurs at 449 nm. The overall spectral shape and position of this band is similar between $[\text{Ru-Co}]^{8+}$ and $[\text{Ru(bpy)}_2(\text{alk-phen})]^{2+}$, but the intensity is three times greater in the former complex. The $^1\text{MLCT}$ transition for cobalt appears as a higher energy (317 nm) peak for $[\text{Co(N}_3\text{-phen})_3]^{2+}$ and a shoulder for $[\text{Ru-Co}]^{8+}$; however, this band is quite red shifted compared to $[\text{Co(phen})_3]^{2+}$ where it appears as a shoulder near 295 nm.\(^{51}\)

Ligand-centered transitions are observed near 285 nm for all complexes. The phenanthroline ligand absorbs at 265 nm in both $[\text{Ru(phen})_3]^{2+}$ and $[\text{Co(phen})_3]^{2+}$.\(^{52,53}\) Here, the modified N$_3$-phen ligand absorption band is red-shifted to approximately 285
nm in the [Co(N3-phen)3]2+ complex. The [Ru-Co]8+ complex displays twin absorption bands at 284 nm. The longer wavelength band likely corresponds to the N3-phen absorption, whereas the shorter wavelength band is due to bipyridine absorption. This twin band can be approximated by a linear combination (ε’Ru-Co) of the molar absorption coefficients at each wavelength for [Ru(bpy)2(alk-phen)]2+ (εRu) and [Co(N3-phen)3]2+ (εCo):

\[
ε'_{Ru-Co}(\lambda) = A \cdot ε_{Ru}(\lambda) + B \cdot ε_{Co}(\lambda)
\]  

where A and B are constants which were adjusted to minimize the sum of squared residuals for wavelengths above 300 nm, with values of 2.79 and 1.12, respectively. The spectrum at wavelengths below 250 nm shows less agreement between [Ru-Co]8+ and this linear combination (Figure 4.2a).

The complexes [Co(N3-phen)3]2+ and [Ru-Co]8+ also show weak metal-centered (MC) absorption at 918 and 915 nm, respectively (Figure 4.3), attributed to a transition on cobalt. The [Co(N3-phen)3]2+ complex also displays other weak MC transitions at 656, 615, 538, and 440 nm, which are not observed in the multimetal complex due to the 1MLCT absorption of the ruthenium centers.

4.2.2 Steady-State Emission Spectra

Steady state emission spectra for the ruthenium complexes upon 450 nm excitation are displayed in Figure 4.2b. The emission bands for [Ru-Co]8+ and [Ru(bpy)2(alk-phen)]2+, which peak at 612 and 618 nm respectively, are assigned to the emission of the 3MLCT state of the ruthenium center. The slight blue shift observed for [Ru-Co]8+ originated from the perturbation from the formation of the bridging triazole.
The emission of \([\text{Co(N}_3\text{-phen)}_3]^{2+}\) upon 317 nm excitation peaks at 470 nm, and is orders of magnitude weaker than the ruthenium complexes; However, this weak emission is still much more intense than the emission of \([\text{Co(phen)}_3]^{2+}\), which was not observed using either steady-state or TCSPC methods used here. The \([\text{Ru-Co}]^{5+}\) complex showed no signature of this cobalt emission at 470 nm when excited at 450 nm.

4.2.3 Emission Quantum Yields and Stern-Volmer Quenching

The emission quantum yield for \([\text{Ru(bpy)}_2(\text{alk-phen})]^{2+}\) exciting at 450 nm was found to be 0.064 ± 0.008, which is lower than the 0.080 quantum yield reported by Sun et. al.\(^{31}\) in methanol, however it is very similar to \([\text{Ru(bpy)}_2(\text{phen})]^{2+}\) which has a quantum yield of 0.060.\(^{55}\) The quantum yield for the multimetal complex is reduced to 0.049 ± 0.004.

The emission intensity integrated over all wavelengths (\(M\)) for \([\text{Ru(bpy)}_2(\text{alk-phen})]^{2+}\) after 450 nm excitation decreases with increasing concentration of \([\text{Co(N}_3\text{-phen)}_3]^{2+}\) from 0 to 30 \(\mu\text{M}\), shown in Figure 4.4. The intermolecular quenching rate constant (\(k_q\)) is obtained from the Stern-Volmer relation:

\[
\frac{M^0}{M} = 1 + k_q \tau_0 [Q]
\]

where \(M^0\) is the integrated emission intensity without the \([\text{Co(N}_3\text{-phen)}_3]^{2+}\) quencher (\(Q\)), and \(\tau_0\) is the emission lifetime of unquenched \([\text{Ru(bpy)}_2(\text{alk-phen})]^{2+}\) (see next section). The resulting quenching rate constant was determined to be \((3.6 ± 2.8) \times 10^9 \text{ M}^{-1} \text{s}^{-1}\) (Figure 4.4b).
4.2.4 Time-Resolved Emission Lifetimes

To obtain the emission lifetimes for the ruthenium complexes, time-resolved emission was recorded for [Ru(bpy)$_2$(alk-phen)]$^{2+}$ and [Ru-Co]$^{8+}$ (Figure 4.5) using the TCSPC technique (section 2.2), exciting at 450 nm. The emission decay for [Ru(bpy)$_2$(alk-phen)]$^{2+}$ at 610 nm could be modeled with a single exponential decay with a lifetime of 990 ns, while the decay of [Ru-Co]$^{8+}$ required fitting with a bi-exponential function with lifetimes of 890 and 140 ns, with relative amplitudes of 60% and 40%, respectively (Table 4.1). The emission band at any moment matches the steady-state spectrum shown in Figure 4.2b. The 990 ns lifetime for [Ru(bpy)$_2$(alk-phen)]$^{2+}$ is shorter than the 1.30 $\mu$s lifetime reported by Sun, et. al. in acetonitrile solution; however, it matches well with the 961 ns lifetime reported for the complex in methanol.$^{31}$

The biphasic decay for [Ru-Co]$^{8+}$ can be compared to the emission decay signals of a supramolecular triad of [{Ru(II)(bpy)$_2$(bpy-terpy)}Co(II)]$^{6+}$ (bpy = 2,2’bipyridine, bpy-terpy = 4’-(4-(2-(4’-methyl-2,2’-bipyridyl-4-yl)ethyl)phenyl)-2,2':6',2''-terpyridine)$^{42}$ In this system, the biexponential decay rates were observed to be 30 ns and 855 ns, with relative amplitudes of 93% and 7%, respectively. Although the long lifetimes for both complexes are similar, the short lifetime for the [Ru-Co]$^{8+}$ complex has a much smaller amplitude and displays slower kinetics.

Time-resolved emission signals at 455 nm were also collected for [Co(N$_3$-phen)$_3$]$^{2+}$, exciting at 317 nm. The emission can be well described by a single exponential decay with a lifetime of 6.7 ns. Similar emission for the [Co(phen)$_3$]$^{2+}$ complex was not observed under identical experimental conditions.
4.2.5 Broadband and Single Wavelength TA Experiments

Transient absorption spectra at selected delay times and decay signals at selected wavelengths for all polypyridyl complexes in acetonitrile solution upon 400 nm excitation are shown in Figures 4.6 and 4.7, respectively. Both [Ru(bpy)$_2$(alk-phen)]$^{2+}$ and [Ru-Co]$^{8+}$ complexes display nearly identical difference spectra, with an excited state absorption at 370 nm and a ground-state bleach at 450 nm. Transient signal spikes were observed on the time scale of the instrument response time of 200 fs (Figure 4.7), although these ultrafast signals are attributable to either $^1$MLCT $\rightarrow$ $^3$MLCT intersystem crossing on the ruthenium center or to the solvent. However, signals for both complexes are constant between 1 ps and 3 ns. The [Co(N$_3$-phen)$_3$]$^{2+}$ transient absorption signals are quite different and much weaker, showing an excited state absorption maximum at 480 nm, which decays exponentially with a lifetime of 3.3 ± 0.9 ps.

4.3 Discussion

4.3.1 Steady-State UV/Visible/NIR Absorption

The ground state absorption spectrum of the [Ru-Co]$^{8+}$ complex can be modeled by a linear combination of the [Ru(bpy)$_2$(alk-phen)]$^{2+}$ and [Co(N$_3$-phen)$_3$]$^{2+}$ absorption spectra (dashed line in Figure 4.2a). In particular, there is good agreement for the ruthenium $^1$MLCT band at 450 nm, indicating that the potential energy landscape is virtually unchanged when linking the Ru complex to the Co complex. The higher energy ligand-centered absorption bands show less agreement between complexes, likely as a result of the formation of triazole bridge.$^{56}$ Similar spectral changes were observed by
Sun et al.\textsuperscript{31} \cite{Sun:2012} upon the formation of a triazole bridge on \([\text{Ru(bpy)}_{2}(\text{alk-phen})]^{2+}\).

The ligand centered absorption bands for the \([\text{Co(N}_{3}\text{-phen)}_{3}]^{2+}\) complex are significantly red shifted compared to the unmodified complex, \([\text{Co(phen)}_{3}]^{2+}\), as is the \( ^{1}\text{MLCT} \) band.\textsuperscript{51} While previous studies have indicated that similar red shifts can occur in cobalt polypyridyl complexes if the cobalt center is oxidized to Co(III),\textsuperscript{51,57} analysis of d-d transitions at NIR wavelengths (Figure 4.3) maintain that both the \([\text{Co(N}_{3}\text{-phen)}_{3}]^{2+}\) and \([\text{Ru-Co}]^{8+}\) complexes contain only Co(II). Absorption maxima at 918 nm for \([\text{Co(N}_{3}\text{-phen)}_{3}]^{2+}\) and 915 nm for the \([\text{Ru-Co}]^{8+}\) complex are both similar to peaks found at 909 nm by Palmer\textsuperscript{49} for \([\text{Co(bpy)}_{3}]^{2+}\), or at 885 nm by Creutz\textsuperscript{40} for \([\text{Co(phen)}_{3}]^{2+}\). In both studies, these MC transitions near 900 nm were identified as the d-d transition, \( ^{4}T_{1}(F) \rightarrow ^{4}T_{2}(F) \) for the \( d^{7} \) complex. These bands are inconsistent with a \( d^{6} \) ligand-field description, as \([\text{Co(phen)}_{3}]^{3+}\) displays an absorption band at 705 nm.\textsuperscript{58} Using other metal-centered transitions shown in Figure 4.3, the Racah B parameter and \( Dq \) splitting parameter for \([\text{Co(N}_{3}\text{-phen)}_{3}]^{2+}\) were found to be 820 ± 10 cm\(^{-1}\) and 1230 ± 50 cm\(^{-1}\), respectively, indicating the ground states of both complexes are Co(II) and purely high-spin.

Although the MC transition bands labeled for \([\text{Co(N}_{3}\text{-phen)}_{3}]^{2+}\) in Figure 4.3 are not easily observable for the \([\text{Ru-Co}]^{8+}\) complex due to the much stronger ruthenium-centered \( ^{1}\text{MLCT} \) band, the close matching of the NIR peak at 915 nm indicates that the ligand environment around cobalt is likely unchanged. The red shifts observed for ligand and \( ^{1}\text{MLCT} \) bands of \([\text{Co(N}_{3}\text{-phen)}_{3}]^{2+}\) compared to \([\text{Co(phen)}_{3}]^{2+}\) therefore correspond
to lower energies of the reduced and excited states of the N$_3$-phen ligand compared to phenanthroline.

4.3.2 Intermolecular Quenching Processes

The quenching of [Ru(bpy)$_2$(alk-phen)]$^{2+}$ emission by [Co(N$_3$-phen)$_3$]$^{2+}$ was shown to have a quenching rate constant of (3.6 ± 2.8) × 10$^9$ M$^{-1}$ s$^{-1}$, which is within a factor of ten of the Stokes-Einstein diffusion limit of 1.93 × 10$^{10}$ M$^{-1}$ s$^{-1}$ in acetonitrile,$^{59,60}$ indicating that the barrier for the quenching process is very small. A more accurate theoretical limit can be determined using the Smoluchowski diffusion equation for diffusion-influenced charged particles:$^{59}$

$$ k_q = \frac{4\pi \cdot N_A \left(D_{Ru} + D_{Co}\right) \beta \cdot k_{rxn}}{k_{rxn} + 4\pi \left(D_{Ru} + D_{Co}\right) \beta \cdot \exp\left(\frac{V(r)}{k_B T}\right)} $$

(4.5a)

$$ \beta^{-1} = \int_2^{\infty} \frac{\exp\left(\frac{V(r)}{k_B T}\right)}{r^2} dr $$

(4.5b)

$$ V(r) = \frac{Z_{Ru}Z_{Co}e^2}{4\pi \varepsilon \cdot r} $$

(4.5c)

where $k_q$ is the total quenching rate, $k_{rxn}$ is the intrinsic rate of quenching of a donor-acceptor encounter-pair, $D$ is the diffusion constant for either ruthenium or cobalt, which was estimated using the Stokes-Einstein diffusion equation$^{61}$ for spherical particles with a radius ($R$) of 12 Å, corresponding to an average of crystal structure radii.$^{62-64}$ The interaction potential $V(r)$ is assumed to be purely columbic, with both complexes having +2 charge ($Z$). In the limit that $k_{rxn}$ goes to infinity, the total rate approaches 4.3 × 10$^9$ M$^{-1}$.
s\(^{-1}\), which is within error of the observed \((3.6 \pm 2.8) \times 10^9\) M\(^{-1}\) s\(^{-1}\) rate, indicating that the quenching process for the encounter-pair is likely barrierless.

The observed intermolecular quenching rate for [Ru(bpy)\(_2\)(alk-phen)]\(^{2+}\) and [Co(N\(_3\)-phen)\(_3\)]\(^{2+}\) is faster than many other pairs of ruthenium and cobalt polypyridyl complexes, which have been observed to have rate constants ranging from \(6 \times 10^7\) to \(4 \times 10^9\) M\(^{-1}\) s\(^{-1}\).\(^{39,42,65}\) A model for this intermolecular quenching processes was introduced by Krishnan et al.\(^{66}\) which relates the total quenching rate to the redox potential for oxidative electron-transfer quenching, forming [Ru(L\(_1\))\(_3\)]\(^{3+}\) and [Co(L\(_2\))\(_3\)]\(^{+}\), where L\(_1\) and L\(_2\) are modified bipyridine or phenanthroline ligands. The intermolecular quenching rate in this model was determined by three competitive processes which are oxidative \((k_{\text{ox}})\), reductive \((k_{\text{red}})\), or energy transfer \((k_{\text{en}})\) quenching. The rate of each individual process is determined by kinetic measurements of diffusion, ion self-exchange reactions, and overall quenching rates for many pairs of complexes. Using this model,\(^{66}\) the observed \(3.6 \times 10^9\) M\(^{-1}\) s\(^{-1}\) quenching rate for the [Ru(bpy)\(_2\)(alk-phen)]\(^{2+}\)/[Co(N\(_3\)-phen)\(_3\)]\(^{2+}\) pair corresponds to a net cell potential \((\Delta E_0)\) of +0.1 V (Figure 4 in reference \(^{66}\)) for the formation of [Ru(bpy)\(_2\)(alk-phen)]\(^{3+}\)/[Co(N\(_3\)-phen)\(_3\)]\(^{+}\), making oxidative quenching the major quenching pathway. Although there is significant uncertainty in the measured quenching rate, the reductive quenching pathway can be ruled out as it is in general much slower than either oxidative or energy transfer quenching due to a significant conformational barrier for the transition from Co(II) to Co(III).\(^{67,68}\) The model by Krishnan suggests that energy transfer quenching is also a negligible process, which is
confirmed by the absence of any emission near 470 nm, where excited $[\text{Co(N}_3\text{-phen)}_3]^{2+}$ emits.

4.3.3 Intramolecular Quenching Processes

The $[\text{Ru-Co}]^{8+}$ complex is assumed to undergo an oxidative quenching pathway analogous to the non-bonded system (section 4.3.2), as the formation of the triazole bridge is not expected to modify the electronic structure of the ruthenium or cobalt centers (section 4.3.1). However, unlike the intermolecular quenching mechanism which displayed rapid transfer limited only by diffusion, the intramolecular quenching process appears to occur with a much slower timescale.

Transient absorption spectra (Figure 4.6) indicate that quenching of the ruthenium centered $^3\text{MLCT}$ state does not occur in the first three nanoseconds after excitation, as the 370 nm peak attributed to a reduced bpy ligand is observed to be constant. If electron-transfer to the cobalt center takes place, then the 370 nm peak would decrease alongside the formation of a peak near 640 nm corresponding to the reduced cobalt center.$^{41}$ Neither signature is observed.

The slow decay of the ruthenium centered $^3\text{MLCT}$ state can also be observed in the time-resolved emission signals of the $[\text{Ru-Co}]^{8+}$ complex (Figure 4.5). These emission signals reveal evidence of quenching, as the overall excited state lifetime of the $[\text{Ru-Co}]^{8+}$ complex is shorter than that of the $[\text{Ru(bpy)}_2(\text{alk-phen})]^2+$ complex. However, the emission signal requires a biexponential fit with two distinct lifetimes (Table 4.1), which necessitates a more complex mechanism than the single electron-transfer reaction used to describe the intermolecular case. This biphasic decay for the $[\text{Ru-Co}]^{8+}$ complex
can be modeled as either a significant back electron transfer process, or as two separate quenching processes acting on different excited states of [Ru-Co]^{8+}. Possible candidates for these different quenching processes are discussed below; although for two distinct lifetimes to be observable, the different states need to be unable to interconvert on the timescale of emission. States that are able to interconvert faster than the decay lifetime produce a single exponential lifetime, as in the case of [Ru(bpy)_{3-n}(phen)_{n}]^{2+} discussed in Chapter 3. Another possibility is that the observed 890 ns lifetime is from excess [Ru(bpy)_{2}(alk-phen)]^{2+} in the solution;^{47} however, this is unlikely as there were no traces of contamination in the sample during HPLC separation prior to TCSPC measurements.

Multiple conformational isomers of the [Ru-Co]^{8+} complex exist, as there are two rotational degrees of freedom around each of the single bonds at the 1 and 4 positions of the triazole bridge (Figure 4.1). It is possible that these different isomers could have different quenching lifetimes, as they may have different distances separating the ruthenium and cobalt centers. A study by de Miguel et. al.^{23} demonstrated that decreasing the donor-acceptor distance in a triazole linked dyad of zinc(II)-porphyrin and buckminsterfullerene resulted in a change of the electron-transfer mechanism from a through-bond to a through-space process, which resulted in much faster rates of charge-separation in toluene solutions. In this dyad, the donor-acceptor distance was reduced by folding the conjugated bridge until the donor and acceptor were close together, allowing the frontier orbitals of the donor-acceptor pair to overlap directly. In the case of [Ru-Co]^{8+}, rotations along the 1,4-positions of the triazole bridge result in a nominal folding angle of ± 36 degrees, assuming the pentagonal ring of the triazole has bond angles of
108 degrees. This angle is fairly small, and is not enough to drastically reduce the distance between the ruthenium and cobalt centers, making it is unlikely that the two lifetimes are from through-space and through-bond processes.

It is possible that quenching could occur both through inter- and intramolecular pathways for the [Ru-Co]^{8+} complex, resulting in two separate decay lifetimes. However, changing the concentration of [Ru-Co]^{8+} from 3.3 to 1.4 μM showed no significant variation in lifetimes or relative amplitudes of the two exponential decays, indicating that the effect of intermolecular quenching is negligible. It is possible that intermolecular quenching still could occur at higher concentrations, but even diffusion limited intermolecular quenching of ruthenium complexes becomes difficult to observe at low micromolar concentrations, as was the case for [Co(N_{3}-phen)_{3}]^{2+} (Figure 4.4b). The two lifetimes observed are therefore not from an intermolecular quenching process, but are intramolecular in origin.

Two separate quenching pathways could be observed in the case that the [Ru-Co]^{8+} complex undergoes multiple excitations on different ruthenium centers. One excited state could be quenched by the cobalt center, resulting in the short lifetime, while secondary excited ruthenium centers on the same supramolecular complex would be unquenched and display lifetimes similar to [Ru(bpy)_{2}(alk-phen)]^{2+}. This has been hypothesized by Lombard et al. to describe other ruthenium cobalt supramolecular donor-acceptor molecules that show small amounts of long-lived emission. However, in the case of [Ru-Co]^{8+}, 60% of the emission signal amplitude occurs from the long-lived state (Table 4.1). This would correspond to 60% of the emitting states originating from second
or third excitations on the same [Ru-Co]$^8+$ complex; in other words, the [Ru-Co]$^8+$ sample would require a population inversion, where the majority of ruthenium centers are in the excited $^3$MLCT state. Although this is not impossible, it is unlikely to occur in the TCSPC setup, where excitations are low such that at most a single emitted photon is detected after each excitation pulse (section 2.2.1).

There are numerous electronic configurations that are possible for cobalt in polypyridyl complexes, where Co(III) and Co(II) can exist as either high-spin or low-spin. These different electronic states can undergo spin-relaxation processes upon excitation or electron-transfer, producing multiple excited state lifetimes. This has been observed for the polypyridyl bimetallic complex, [(bpy)$_2$Ru(II)(tpphz)$_1$Co(III)(bpy)$_2$]$^{5+}$ (tpphz = tetrapyrido[3,2-a:2′,3′-c:3′′,2′′-h:2′′′,3′′′-j]phenazine) which undergoes an oxidative electron transfer forming $^2$Ru(III) and low-spin $^2$Co(II), followed by spin-relaxation to high-spin $^4$Co(II). In this case, the process of spin-relaxation was complete on a time scale of 10 ps. Similar spin-relaxation mechanisms have been hypothesized to occur following the photochemical reduction of [Co(phen)$_3$]$^{3+}$ by oxalate, although in this case, the lifetime of the low-spin intermediate is short enough to make the reaction indistinguishable from a mechanism directly populating the high-spin state. However, steady-state absorption of the [Ru-Co]$^8+$ complex indicated that the ground state of the cobalt center exists purely as high-spin $^4$Co(II) (section 4.3.1). Upon oxidative quenching of the ruthenium complex, Co(I) would be formed, which does not have the complication of spin relaxation, as for d$^8$ complexes the high-spin and low-spin forms are equivalent. It is possible that energy transfer quenching producing [Ru(II)-Co(II*)]$^8+$ could occur,
which would undergo spin-state relaxation. However, the Co(II*) excited state would display an emission band near 470 nm, which was not observed.

Perhaps the most likely explanation for the biphasic decay of the [Ru-Co]$^{8+}$ emission is a substantial back electron transfer process to the ruthenium centered $^3$MLCT state. This mechanism stems from the fact that the reduction potentials for Co(II/I) and Ru(III/II*) in polypyridyl complexes are respectively around -0.9 and +0.9 V, resulting in a charge-separated state that is isoenergetic with the ruthenium centered $^3$MLCT state.

To describe the forward and back electron-transfer processes, a three state model was constructed (Figure 4.8a) consisting of the ground state ([Ru(II)-Co(II)]$^{8+}$, GS), the $^3$MLCT excited state ([Ru(II*)-Co(II)]$^{8+}$, ES), and the charge-separated state ([Ru(III)-Co(I)]$^{8+}$, CS). These three states were linked via four kinetic parameters for electron-transfer to cobalt ($k_{ET}$), the back electron transfer ($k_{BET}$), and relaxation to the ground state from either the ruthenium localized excited state ($k_{r-Ru}$) or the charge-separated state ($k_{r-Co}$). These could be represented as a set of ordinary differential equations, shown in matrix form as:

\[
\begin{bmatrix}
\frac{dES(t)}{dt} \\
\frac{dCS(t)}{dt} \\
\frac{dGS(t)}{dt}
\end{bmatrix} =
\begin{pmatrix}
-k_{ET} - k_{r-Ru} & k_{BET} & 0 \\
k_{ET} & -(k_{BET} + k_{r-Co}) & 0 \\
k_{r-Ru} & k_{r-Co} & 0
\end{pmatrix}\begin{bmatrix}
ES(t) \\
CS(t) \\
GS(t)
\end{bmatrix}
\]  

(4.6a)

As 450 nm excitation is only absorbed by the ruthenium centers, the initial condition for the dynamic system consisted only of excited states in the [Ru(II*)-Co(II)]$^{8+}$ state, represented as:
Analytical solutions for the time dependent populations of each state could be solved
using the eigenvalues ($\lambda_i$) and eigenvectors ($\nu_i$) of the transition rate matrix:

$$
\begin{bmatrix}
ES(t) \\
CS(t) \\
GS(t)
\end{bmatrix} = \sum_i c_i \exp(\lambda_i \cdot t) \nu_i \tag{4.7}
$$

Where $c_i$ are constants determined by the initial conditions. The emission lifetime signal
of $[\text{Ru-Co}]^{8+}$ was fit with the modeled $ES(t)$ state convoluted with the IRF from the
TCSPC, as the $[\text{Ru(II*)-Co(II)}]^{8+}$ appeared to be the only emitting state, while the $CS(t)$
state was assumed to be dark.

Although four kinetic parameters ($k_{ET}$, $k_{BET}$, $k_{r-Ru}$, $k_{r-Co}$) are more than necessary to
describe the biexponential emission signal, the relaxation rate from the ruthenium center
can be assumed to be the same as for unbridged $[\text{Ru(bpy)}_2(\text{alk-phen})]^{2+}$, as both the
excited and ground state transitions are nearly identical, implying that the excited $^3\text{MLCT}$
state is perturbed only slightly by the formation of triazole. Sun et al.$^{31}$ also observed that
the emission lifetime of $[\text{Ru(bpy)}_2(\text{alk-phen})]^{2+}$ was the same after the formation of a
triazole bridge, which supports this assumption. Simpler models with no relaxation from
the charge-separated state ($k_{r-Co} = 0$) drastically increase the intrinsic emission rate of the
ruthenium complexes ($k_{r-Ru} = 2.28 \times 10^6 \text{ s}^{-1}$), making them physically unreasonable.
Fitting the emission decay of [Ru-Co]^{8+} with the three state model (Figure 4.8b) resulted in a $k_{ET}$ of $(2.4 \pm 0.4) \times 10^6$ s$^{-1}$, and $k_{BET}$ of $(3.35 \pm 0.64) \times 10^6$ s$^{-1}$. These rates can be used to obtain a difference in energies ($\Delta G$) from the relation:

$$\Delta G = -k_B T \cdot \ln \left( \frac{k_{ET}}{k_{BET}} \right)$$

which results in an energy difference of $9 \pm 3$ meV between [Ru(II*)-Co(II)]^{8+} and [Ru(III)-Co(I)]^{8+}, indicating the charge-separated state is slightly higher in energy. This disagrees with the intermolecular system (section 4.3.2), which was modeled to have a charge separated state that was around 100 meV lower in energy. Although it is possible that the redox potential between the metal states could change upon the formation of the triazole bridge, there are other possible phenomena that could impact the accuracy of this model. However, the overall observation is that electron transfer is both slow and less favorable in the intramolecular case when compared to the intermolecular charge transfer reaction.

4.3.4 Comparison of Intramolecular and Intermolecular Quenching

Intramolecular electron-transfer in [Ru-Co]^{8+} was observed to be slow and less energetically favorable when compared to the intermolecular charge transfer process between the precursor complexes [Ru(bpy)$_2$(phen)]^{2+} and Co(N$_3$-phen)$_3$]^{2+}. The reason for this reduction in charge transfer capability is likely the result of the formation of the triazole bridge linking the metal centers, rather than from changes in the redox potential of the individual metal centers. There are several characteristics of the bridge that have potential to detract from the electron-transfer process.
As observed in Chapter 3, localization of the excited $^3$MLCT electron on phenanthroline requires slightly more energy than localizations on bipyridine (~200-300 cm$^{-1}$). The resulting population of excited $^3$MLCT states on the ruthenium centers of [Ru-Co]$^{8+}$ would favor localization on peripheral bpy ligands, rather than on the bridging phen ligand. Although ILET would allow the localized state to transfer between the three ligands with ~22 ps timescales (section 3.4.6), at any given moment the population localized on phenanthroline would be less than expected for a homoleptic ruthenium complex. The decreased $^3$MLCT population localized on phenanthroline would reduce the number of through-bond electron transfer processes across the bridge. This would not explain the slow reaction rate for electron-transfer, as ILET occurs much faster than the observed rates of electron-transfer, but it could be responsible for the low (40%) amplitude of the quenching process. Analogous reductions in photocatalytic efficiency have been observed for other donor-bridge-acceptor systems, when lowering the $^3$MLCT energy of peripheral ligands on a metal photosensitizer complexes.$^{71,72}$ This effect would disappear in the intermolecular case, where all three ligands on [Ru(bpy)$_2$(alk-phen)]$^{2+}$ have the possibility to be quenched by the [Co(N$_3$-phen)$_3$]$^{2+}$ complex.

One possible cause of the slow electron transfer rate observed in [Ru-Co]$^{8+}$ is that the triazole bridge separates the ruthenium and cobalt centers, resulting in prohibitively long distances for electron transfer.$^{11}$ However, 1,2,3-triazole has been estimated to have an attenuation factor of about 2.8 nm$^{-1},^{36-38}$ making it similar to other π-conjugated bridge systems.$^{19}$ These conjugated systems typically display much faster electron transfer dynamics when compared to non-conjugated bridges. It is therefore surprising
that [Ru-Co]$^{8+}$ shows slower rates than a similar Ru(II)-Co(II) complex studied by Lombard et al.\textsuperscript{42} which contained a bridge of a similar distance that was not fully conjugated. It is possible that the system observed by Lombard was able to undergo more reorientation, allowing the ruthenium and cobalt centers to come into contact. However, other studies with closely-linked Ru(II)-Co(II) metal centers show electron transfer rates are orders of magnitude faster,\textsuperscript{73} indicating that the rates observed by Lombard et al. are likely for metal centers that are separated by the bridge. The unexpectedly slow rates of electron transfer observed for [Ru-Co]$^{8+}$ cannot be explained by metal center separation distance alone, as the rates would be in general much faster in the conjugated bridge than in a non-conjugated bridge system.

Although $\pi$-conjugation does enhance the rates of electron-transfer in many cases, the precise structure of the molecular bridge can sometimes inhibit the effects of conjugation. The simplest example of this is the calculated difference in electron transfer rate between cis- and trans-isomerizations of a double bond. In the case of azobenzene, the cis- isomer has been estimated to be several orders of magnitude less conductive than the trans- isomer,\textsuperscript{74} although experimental measurement of this effect has proven difficult.\textsuperscript{75} Significant decreases in transfer rates have also been calculated as a result of quantum interference from either cross-conjugation\textsuperscript{76–78} or from multiple electronic transfer routes within conjugated ring structures.\textsuperscript{76,79–82} As an experimental example, Arroyo et al. demonstrated that modifying the bond structure on a benzene ring from para- to meta-substitution, the conductance across the bridge decreased by an order of magnitude.\textsuperscript{83} This disagrees with a simple tunneling mechanism, as bonds at the meta-
position of the benzene would make the bridge shorter than the para-substituted isomer, increasing the theoretical transfer rate.

In [Ru-Co]^{8+}, the triazole bridge connects each metal center via the 5-position of phenanthroline (Figure 4.1). It is possible that the selection of this bridging location results in a structurally slowed electron-transfer process, similar to those stated above. This concept is substantiated by DFT calculations on complexes of ruthenium with phenanthroline ligands. Zheng et al. observed that although the LUMO in [Ru(phen)$_3$]$^{2+}$ is localized on the phenanthroline ligand, the electron density of this orbital does not extend to the 5 or 6 positions, even with the addition of electron withdrawing or donating groups at these locations. Bossert et al. confirmed this observation, as simulations of 448 nm excitation on [Ru(phen)$_2$(bpy)]$^{2+}$ resulted in an excited-state isosurface that displayed no density at the 5 or 6 positions on the phenanthroline ligands. If the excited $^3$MLCT state does not extend to the 5-position of the phenanthroline ligand, then it is possible that linking the triazole at this position produces an electronic disconnect, similar to a non-conjugated bridge, resulting in a slow rate of electron transfer.

The limited effect of extending conjugation at the 5-position of phenanthroline can be seen in emission spectra for modified [Ru(bpy)$_2$(phen)]$^{2+}$ complexes, appending phenylacetylene groups to the 3-, 4- and 5- positions on the phenanthroline ligand. While substitution on the 3- and 4- positions red-shifted the emission of the complex, an indication of extended conjugation, substitution on the 5-position was identical to the unsubstituted phenanthroline ligand. Thus modifications at the 5-position prohibit conjugation to interact with the phenanthroline localized $^3$MLCT state. The emission of
[Ru-Co]$^{8+}$ is also very similar compared to [Ru(bpy)$_2$(alk-phen)]$^{2+}$, indicating that interaction is small in this case as well. Were the triazole bridge to be linked at the 4-position of the phenanthroline ligand, faster rates of electron transfer would be expected, due to enhanced interaction between the conjugated bridge with the excited $^3$MLCT state.

4.4 Conclusions

The donor-bridge-acceptor complex [Ru-Co]$^{8+}$ demonstrates electron transfer from a ruthenium photosensitizer to a covalently linked cobalt catalyst via a 1,2,3-triazole bridge. While this electron transfer process is able to proceed on a timescale of hundreds of nanoseconds, it is a relatively minor pathway compared to decay via phosphorescence of the $^3$MLCT state of the ruthenium centers. This is attributable to either a significant back electron-transfer process or as a result of electron trapping on lower energy non-bridged ligands on the ruthenium centers. In either case, the lower electron-transfer efficiency observed would result in a lower overall efficiency of photocatalysis.

The observed electron transfer lifetime is also slower than expected when comparing [Ru-Co]$^{8+}$ to both other ruthenium-cobalt systems or to the intermolecular quenching rate of the precursor metal complexes. Although the triazole bridge is assumed to offer a fast electron transfer pathway by means of tunneling through $\pi$-conjugated bonds, it appears to be limited by the attachment position on the phenanthroline ligands, which display minimal electronic interaction between the ligands and the bridge. Changing the attachment position of the bridging triazole on the phenanthroline ligand may drastically increase the electron-transfer rates.
Figure 4.1. Structures of each molecule investigated.
Figure 4.2. (A) Molar absorption coefficients ($\varepsilon$) for each complex (solid lines), as well as a sum of the precursor complexes approximating the [Ru-Co]$^{3+}$ complex. (B) Normalized emission for each complex.
Figure 4.3. The near infrared absorption spectra for [Co(N_3-phen)_3]^{2+} (blue) and [Ru-Co]^2^+ (black). The transitions used to predict the spin and charge state are shown in magenta, with their assigned transitions.
Figure 4.4. The intermolecular quenching constant ($k_q$), was determined by fitting the emission of uncorrected $[\text{Ru(bpy)}_2(\text{alk-phen})]^2^+$ decrease with the addition of small amounts of $[\text{Co(N}_3^-\text{phen})_3]^2^+$. (A) The observed emission decreases. (B) The resulting Stern-Volmer plot.
Figure 4.5. Normalized emission decays at 610 nm for [Ru(bpy)$_2$(alk-phen)]$^{2+}$ and [Ru-Co]$^{8+}$ in deaerated acetonitrile after excitation with a 450 nm pulse. Each decay was reconvoluted with a measured IRF signal (not shown).
Figure 4.6 Time-resolved absorption difference spectra of each complex in acetonitrile after excitation with a 400 nm pump pulse.
Figure 4.7 Transient absorption signals at the indicated wavelengths for each complex after excitation with a 400 nm pulse. The vertical dashed lines indicate a transition from a linear to logarithmic time axis.
Figure 4.8. The two excited state model proposed to explain the emission lifetime data: (A) The model, fit using the assumption that the excited state on Ruthenium is the same as the unbridged \([\text{Ru(bpy)}_2(\text{phen})]^{2+}\). (B) The effect that varying the intrinsic relaxation rate of the ruthenium center has on the other parameters.
Table 4.1. MLCT absorption and emission for the metal complexes.

<table>
<thead>
<tr>
<th>Complex</th>
<th>$\lambda_{\text{max, abs}}$ (nm)</th>
<th>$\lambda_{\text{max, em}}$ (nm)</th>
<th>$\varepsilon$ (M$^{-1}$ cm$^{-1})^a$</th>
<th>$\Phi_{\text{em}}^b$</th>
<th>$\tau_{\text{em}}$ (ns)$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ru(bpy)$_2$(alk-phen)]$^{2+}$</td>
<td>450</td>
<td>618</td>
<td>14000</td>
<td>0.064</td>
<td>990</td>
</tr>
<tr>
<td>[Co(N$_3$-phen)$_3$]$^{2+}$</td>
<td>317</td>
<td>470</td>
<td>15500</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>[Ru-Co]$^{8+}$</td>
<td>450</td>
<td>612</td>
<td>41000</td>
<td>0.049</td>
<td>890 (60%) 140 (40%)</td>
</tr>
</tbody>
</table>

$^a$ Measured at $\lambda_{\text{max, abs}}$. $^b$ Compared to [Ru(bpy)$_3$]$^{2+}$, $\Phi_{\text{em}} = 0.062$. $^c$ Lifetimes observed at 455 nm for [Co(N$_3$-phen)$_3$]$^{2+}$, and at 610 nm for [Ru(bpy)$_2$(alk-phen)]$^{2+}$ and [Ru-Co]$^{8+}$, exciting at $\lambda_{\text{max, abs}}$. 
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CHAPTER 5
CERIUM OXIDE NANOPARTICLES: STABILIZATION
AND PHOTOPHYSICAL PROPERTIES

5.1 Introduction

Cerium(IV) Oxide (CeO$_2$) is a rare earth metal oxide that is used as a catalyst or as a non-inert support for other catalytic reactions.$^1$ Its most common application is in three-way catalysts where it acts as a repository for O$_2$, as it can stably lose or regain oxygen in the lattice structure, forming CeO$_{2-x}$, due to the ability of cerium to readily convert between Ce$^{3+}$ and Ce$^{4+}$. This process, called oxygen storage capacity (OSC), has been found to be completely reversible, and has made CeO$_2$ an intriguing potential catalyst for repeatable redox processes. Perhaps most impressively, it has been shown to be able to thermochemically catalyze water splitting, forming H$_2$ and O$_2$ gas.$^2$

In recent years, CeO$_2$ has gained some attention as a potential photocatalyst for the production of O$_2$, or the degradation of waste water compounds$^{3,4}$, similar to TiO$_2$. Although the activity of oxygen production in CeO$_2$ is less when compared to TiO$_2$ when irradiated by UV-light, bulk CeO$_2$ has a significantly smaller band gap energy, which allows it to be activated by visible light.$^6,8$

CeO$_2$ can be described as a direct band gap semiconductor with a valence band composed of O 2p orbitals, and a conduction band created from Ce5d orbitals with a band gap of $> 6$ eV.$^9-11$ There is a second band made of Ce4f orbitals located 2.8 eV above the valence band, which has been described as either a set of localized states,$^{11-14}$ or a
delocalized conduction band.\textsuperscript{15–18} The discrepancy in the description of this band primarily stems from contributions of Ce\textsuperscript{3+} present in CeO\textsubscript{2}, where Ce4f states can be treated like conduction bands in pure CeO\textsubscript{2}, but localized states form when Ce\textsuperscript{3+} or defects are present.\textsuperscript{9} Tuller et al. showed that electron transfer between Ce\textsuperscript{3+} and Ce\textsuperscript{4+} can occur in CeO\textsubscript{2-x} crystallites when x > 0.01,\textsuperscript{19,20} indicating that the localized description makes more sense for crystals with significant amounts of Ce\textsuperscript{3+}. This electron hopping process has a thermal activation barrier of 0.4 eV, which increases to 0.5 eV in CeO\textsubscript{1.75}. A study by Griffiths et al.\textsuperscript{21} confirmed this transition energy, as reducing powdered CeO\textsubscript{2} with H\textsubscript{2} gas resulted in the formation of an absorption band centered around 1.847 eV. This transition corresponds to a photo-initiated electron transfer, which according to Marcus theory is four times the thermal energy barrier, given that the initial and final states are isoenergetic. This charge transfer “hopping” process has since been described by several computational studies to be a localized 4f electron.\textsuperscript{22,23}

The energy of the Ce4f band in bulk pure CeO\textsubscript{2} is 2.8 eV above the O2p band.\textsuperscript{24–26} However, the majority of research has been devoted to CeO\textsubscript{2} nanoparticles, for which confinement effects and Ce\textsuperscript{3+} sites can increase the observed band gap energy, blue shifting absorbance. In general, nanoparticle size and surface functionalities offer the ability to tune photochemical and redox properties, although these properties depend strongly on the precise synthetic method used to prepare them.\textsuperscript{27–29} As a result, the proposed uses of CeO\textsubscript{2} nanoparticles sometimes appear to contradict each other.\textsuperscript{30}

Irradiation of CeO\textsubscript{2} with visible or UV light results in the creation of an electron in the Ce4f conduction band and a corresponding hole in the O2p valence band (Figure
5.1). The electron \((e^-)\) has been observed to reduce \(O_2\) adsorbed on the surface of the nanoparticle, producing superoxide \((O_2^-)\)^6,18,31,32 and can also break apart \(H_2O_2\) into \(OH^-\) and \(OH\).\(^5\) The hole \((h^+)\) formed during excitation is much more reactive and has been estimated to have a reduction potential of \(+2.5\) to \(+2.7\) V vs NHE.\(^18,32,33\) It has been observed to form \(OH\),\(^27,31,32\) as well as directly degrade organic molecules such as methylene blue\(^5,32\) or toluene.\(^31\) Irradiating CeO\(_2\) also has been shown to produce \(O_2\) gas, which has been ascribed to holes splitting water at the surface\(^3,34,35\); however, with oxygen storage capacity as one of the primary uses of CeO\(_2\), it is quite possible that the oxygen produced during excitation may originate from the lattice of the CeO\(_2\) nanoparticle itself. Although the direct removal of \(1/2\) \(O_2\) from \(O_2^-\) lattice sites in CeO\(_2\) experimentally requires \(3.9-4.7\) eV,\(^36\) computational studies by Skorodumova et al.\(^37\) have indicated that this energy is lowered to \(0.26\) eV in the presence of nearby Ce\(^{3+}\) sites in the lattice, while other computational studies have indicated that nanoparticle defects can also lower this energy substantially.\(^9\)

Although the above photochemical reactions at the surface have been observed previously, the photophysical behavior of holes and electrons in excited CeO\(_2\) nanoparticles remain uncertain. In particular, electron-hole recombination processes have remained largely unknown, although this reaction is assumed to limit the catalytic ability of the nanoparticles in several cases.\(^5,34\) In this study, we observe this recombination process in commercial CeO\(_2\) nanoparticles from Sigma Aldrich and STREM Chemicals Inc., which have listed diameters of \(< 25\) nm and \(8\) nm, respectively. The formation and decay of trapped holes was observed using transient absorption spectroscopy, as well as
long term photochemical changes in nanoparticles using a photoreactor. A large portion of the research was also devoted to characterizing the colloidal stability of the commercial nanoparticles, in order to create solutions concentrated enough to analyze with transient absorption, as well as compare to other studies.

5.2 Results

5.2.1 Colloidal Stability of Nanoparticles

Both Sigma Aldrich and STREM nanoparticles, prepared using procedures outlined in Chapter 2.4.5 were observed to be stable in basic conditions, with no observable pH or visible absorption changes in solutions kept at pH > 10, and having only very minor decreases in absorption over several weeks at pH’s from 8-9. At pH < 7.4, the nanoparticles rapidly agglomerated, forming a large powdery white precipitate, leaving no nanoparticles in the supernatant after 3 days, determined from visible absorption. The agglomeration process was observed using changes in UV-visible absorption spectra, where a peak at ~300 nm decreased as the nanoparticles settled, while also undergoing a slight red shift (Figure 5.2). Exploratory analysis via a two-level fractional factorial design experiment (method 2\(\nu^{5-1}\))\(^{38}\) investigated the rate of agglomeration for nanoparticles with respect to nanoparticle concentration, pH, ionic strength (using [NaCl]), sonication, and aging. Although ionic strength had no observable effect on the agglomeration rate, all other parameters demonstrated effects, which are discussed below.
The rate of agglomeration was observed to be biphasic (Figure 5.2, inset), with a fast reaction occurring over minutes, followed by a slower reaction that took several hours to days, depending on conditions. Both processes were observed by the disappearance of the colloidal CeO₂ peak at ~300 nm, which could be fit with a linear decay. This would imply a zero-order kinetic process for the overall reaction; however, the formation of agglomerates in solution increases the scattering of a sample, which in turn would increase the perceived absorption at 300 nm, making assignments of agglomeration kinetics based on this fitting alone inaccurate. Changing the mass of CeO₂ added to solutions was observed to proportionally increase the agglomeration rate, indicating agglomeration had a reaction order of 0.95 ± 0.06 with respect to the initial concentration of CeO₂.

Changing the pH of solutions had no observed effect on the kinetics of the fast reaction, however it did affect the rate of agglomeration in the second slower process, doing so in a very nonlinear fashion. In all cases the agglomeration rate increased with decreasing pH, which disagrees with some reports that indicate nanoparticles display enhanced stability at low pH.²⁹,³⁴ The reaction order for this second agglomeration process with respect to [H⁺], calculated from pH measurements, was found to be 0.4 ± 0.9. The large variation in [H⁺] dependence was able to be described as a result of sonicating the solution (Figure 5.3), where samples that were sonicated for 10 minutes demonstrated a dependence of the agglomeration rate on [H⁺], while those that were not sonicated showed much weaker dependence. Specifically, solutions that were sonicated had reaction orders with respect to [H⁺] of 1.1 ± 0.4, while solutions that were not
sonicated had reaction orders of 0.2 ± 0.4. Thus solutions that were not sonicated agglomerated at rates weakly dependent of pH, while sonicated solutions agglomerated significantly more quickly at low pH conditions then they did at higher pH conditions.

As the experimental design determining the interaction between sonication and pH was a 5-1 fractional factorial design, this negative two-factor interaction could equivalently or partially be described as a positive three-factor interaction between the age, ionic strength, and concentration of nanoparticles in solution.\(^{38}\) That is, the rate of the agglomeration reaction may become faster if the solution age and the concentrations of [CeO\(_2\)] and [NaCl] are all increased. While increasing the concentration of CeO\(_2\) did show an increase in reaction rate, aging the solution had the effect of generally slowing down the reaction rate, and there was not a significant interaction observed between aging and initial concentration (i.e. Aged solutions displayed decreases in the rate of agglomeration that were proportional to the initial rate for both high and low CeO\(_2\) concentrations). Ionic strength did not show any interactions with other variables, and had no observed effect on the reaction rate by itself. It is unlikely to observe a three-factor interaction process when neither one- nor two-factor effects are observable. Thus the interaction between pH and sonication is likely the only strong interaction between parameters out of the ones analyzed, while this three-factor interaction is negligible.

Short (≤ 30 minute) applications of sonication were found to reverse the process of agglomeration and increase the absorption peak at 300 nm (Figure 5.4), as well as decrease the pH of solutions by 0.2, compared to unsonicated samples. Surprisingly, extending the time of sonication reversed this process, showing decreases in the 300 nm
peak and increasing the rate of agglomeration. However, it is important to note that prolonged use of the sonicator caused the sample to heat by roughly 10 °C. This heat may be the cause of agglomeration in the nanoparticle solution, as previous studies have shown that increasing the temperature of a solution will stimulate agglomeration processes.\textsuperscript{39–41}

The pH of solutions in which agglomeration occurred increased over time, although at very low pH this was difficult to observe as the liquid junction potential for pH probes changes due to high concentrations of H\textsuperscript{+} ions present in solution.\textsuperscript{42} STREM nanoparticles displayed slightly faster agglomeration kinetics than Sigma Aldrich, which could be an indication that nanoparticle size is important in the agglomeration process. However, both types of nanoparticles demonstrated stability in similar pH ranges, indicating that the chemical reactions involved in agglomeration are likely the same for the two samples of nanoparticles.

Many sources in literature\textsuperscript{29,34} suggest that CeO\textsubscript{2} nanoparticles near neutral pH conditions are unstable, but can be stabilized at pH ~1, particularly for nanoparticles originating from Ce(NO\textsubscript{3})\textsubscript{3} precursors. Adding nitrate to a solution of nanoparticles has also been observed to aid in the dispersal of nanoparticles at low pH.\textsuperscript{43} However, colloidal solutions of the commercial nanoparticles used here were unstable at pH 1, even with the addition of nitrate. After filtering solutions with 200 nm pore size filters, there was no difference between nanoparticle solutions and solutions containing only nitric acid (Figure 5.5), indicating that all nanoparticles in these solutions had formed agglomerates greater than 200 nm in size. Nitrate has an absorption maximum at 300
nm,\textsuperscript{44} which is very similar in shape to nanoceria, and may be mistaken in some cases. However, Nabavi et al.\textsuperscript{29} also demonstrated that the preparation methods used to make CeO\textsubscript{2} nanoparticles greatly affect the ability of nitrate to bind to the surface. They showed that nanoparticles synthesized with Ce(NO\textsubscript{3})\textsubscript{3} precursors contained nitrate on every surface cerium atom, although titrating the nanoparticles with a base removed the surface nitrates; above pH 11, an irreversible reaction occurred, eliminating nitrate binding sites. They attribute this to a rearrangement of bidentate binding sites on the surface into tridentate sites. However, the bond valence model which they use to describe this process contained only Ce\textsuperscript{4+} atoms on the surface, while it has been shown that the surface of CeO\textsubscript{2} nanoparticles may contain significant Ce\textsuperscript{3+} sites.\textsuperscript{45,46} These reduced sites could perhaps alter nitrate binding, however such phenomena would require investigation.

5.2.2 pH Titration

Titrating solutions of Sigma Aldrich and STREM nanoparticles further elucidated the dependence of agglomeration processes on pH. Basic solutions containing nanoparticles were found to slowly decrease in pH when titrated with 1 M perchloric acid, reaching a buffer-like region over the pH range of 7.4-6.8, as seen in Figure 5.6. At the endpoint of this buffer region agglomerates were observed to form rapidly, which raised the pH of the solution. After this agglomeration process appeared to be completed, indicated by achieving a constant pH of 7.6, continued additions of perchloric acid rapidly decreased the pH. Retitrating the acidic solutions with KOH showed that the agglomeration was irreversible and involved a reaction with the perchloric acid, as the
agglomerates remained as an insoluble mass, and the moles of KOH required to return
the solution to basic pH was much less than for solutions without CeO₂ present.

The buffer region could be modeled as a series of acid/base reactions in
equilibrium, adapting a procedure by Morales.\(^47\)

\[
\begin{align*}
\mathrm{HClO}_4 & \rightleftharpoons \mathrm{H}^+ + \mathrm{ClO}_4^- \\
\mathrm{H}^+ + \mathrm{KOH} & \rightleftharpoons \mathrm{K}^+ + \mathrm{H}_2\mathrm{O} \\
\mathrm{H}^+ + \mathrm{CeO}^- & \rightleftharpoons \mathrm{CeOH}
\end{align*}
\]

The exact protonation reaction that occurs on the surface of CeO₂ is not known, and so
the designations CeOH and CeO⁻ in equation 5.3 are only representations that a negative
site on the surface can be neutralized by a proton. However, a model of different surface
sites by Nabavi et al.\(^29\) suggests that the most likely candidate for this reaction is the
protonation of an O²⁻ ion bound to three different Ce⁴⁺ atoms on the surface.

There are two incorrect mathematical assumptions made here, which are that the
deprotonated reaction sites (Represented as CeO⁻ in eq. 5.1c) behave as individual ions in
solution, when they are in fact a connected surface structure, and that the reaction is at
equilibrium during the entire titration. In reality, the surface sites on the nanoparticle may
have slight variations in pKa due to differences in local surface structure, and protonating
one surface site may alter the pKa of nearby sites.\(^48\) However, the effects of these inter-
site interactions may be small, and would require a sophisticated model of the
nanoparticle surface to be properly understood.

The assumption that the solution is at equilibrium during each step of the titration
is also incorrect, as the nanoparticles displayed very slow reaction kinetics at high pH.
Reactions that are too slow to reach equilibrium during a titration will also cause
equivalence points to appear as gradual rather than sharp changes in pH, which can be
seen in the titration data at pH values > 8 in Figure 5.6. These pH values correspond to
allowing the solution 5 minutes to react after each addition of perchloric acid, although a
more accurate titration curve could be created by extending this reaction time.

Equilibration time did not appear to be an issue near neutral or acidic pH, indicating that
the acid/base reaction is able to achieve equilibrium within 5 minutes at lower pH. The
three reactions (eq 5.1) had corresponding equilibrium constants:

\[
K_{HClO_4} = \frac{[H^+][ClO_4^-]}{[HClO_4]} \quad (5.2a)
\]

\[
K_{KOH} = \frac{[H^+][KOH]}{[K^-]} \quad (5.2b)
\]

\[
K_{CeO} = \frac{[H^+][CeO^-]}{[CeOH]} \quad (5.2c)
\]

It is important to note that the \( K_{KOH} \) is not a typical representation of an
equilibrium constant for a base, but was rearranged into an acidic form so as to easily
solve for \([H^+] \). This transformation for KOH was performed using the equilibrium for the
self-ionization of water:

\[
K_w = [H^+][OH^-] \quad (5.3)
\]

Each reaction also had to obey the conservation of mass, where the total concentration of
any component was equal to the sum of all forms it could exist as in the model:

\[
[HClO_4]_{tot} = [HClO_4] + [ClO_4^-] \quad (5.4a)
\]

\[
[KOH]_{tot} = [K^+] + [KOH] \quad (5.4b)
\]
\[ [\text{CeO}]_{\text{tot}} = [\text{CeO}^-] + [\text{CeOH}] \]  

(5.4c)

As a note, the \([\text{CeO}]_{\text{tot}}\) concentration in this equation is the concentration of only those surface sites being protonated, and not the concentration of the total cerium nanoparticles. The entire solution had to obey the conservation of charge, where the total concentration of negative and positive ions in solution were equal:

\[ [\text{OH}^-] + [\text{ClO}_4^-] + [\text{CeO}^-] = [\text{H}^+] + [\text{K}^+] \]  

(5.5)

The system of equations (eq. 5.2 - 5.5) could then be combined into a single equation:

\[ \frac{[\text{KOH}]_{\text{tot}}}{[\text{H}^+]} + 1 = \frac{K_w}{[\text{H}^+]^2} + \frac{[\text{CeO}]_{\text{tot}}}{1 + \frac{[\text{H}^+]}{K_{\text{CeO}_2}}} + \frac{[\text{HClO}_4]_{\text{tot}}}{1 + \frac{[\text{H}^+]}{K_{\text{HClO}_4}}} \]  

(5.6)

Where \(-\log([\text{H}^+])\) was numerically plotted as a function of \([\text{HClO}_4]_{\text{tot}}\), (black line in Figure 5.6) representing the two axes plotted in a titration curve. \(K_{\text{CeO}_2}\) was fit to \(10^{-7.17}\), while the other equilibrium constants \(K_{\text{KOH}}, K_w\) and \(K_{\text{HClO}_4}\) were assigned literature values of \(10^{-16.25}, 10^{-13.9665}\) and \(10^{2.75}\), respectively. Both \([\text{HClO}_4]_{\text{tot}}\) and \([\text{KOH}]_{\text{tot}}\) are known as they represent the total amount of acid or base added to the solution, however each was scaled based on the total volume of the titration solution, which changed slightly as titrant was added.

The region from pH 8-10 is not accurately modeled, which is likely the result of slow surface reactions that do not reach equilibrium on the timescale of the titration.

Nabavi et al.\(^{29}\) predicted that there should be a protonation reaction on surface Ce-OH groups with a pKa of 10.4, which would appear as a second buffer region around that pH. However, using a titration process to identify this buffer region would likely take several hours or days to reach equilibrium at each pH point. The more obvious buffer region was
found to have a pKa of 7.3, which does not match any of the pKa’s predicted by the model Nabavi uses for surface oxide sites; however, upon the formation of aggregates at the end of this region, it is likely that the completion of this reaction results in a net zero charge on the surface. It is important to note that this is very near the isoelectric point observed for CeO$_2$, which has been observed to range from pH 6.7-8.6 at 25 °C.\textsuperscript{50}

There is a linear relationship between mass of dissolved nanoparticles and the amount of reactant required to titrate this buffer region (Figure 5.6, inset), indicating that roughly 0.675 mmol/g, or 11.6 ± 0.1% of the total CeO$_2$ formula units are reactive sites in this region. The calculated percentage of reactive sites in Sigma Aldrich particles is decreased by nearly half compared to STREM. This is likely to be a result of the larger average size of Sigma Aldrich nanoparticles, discussed in section 5.2.5, because smaller particles would have a larger surface area to volume ratio, corresponding to an increase in the surface site to total mass ratio. However, this difference could also be an artifact from the generally slower agglomeration kinetics observed for Sigma Aldrich particles.

5.2.3 Citrate Capped Nanoparticles

Citrate has been used previously to improve the dispersal of CeO$_2$ nanoparticles in neutral and basic solutions.\textsuperscript{41,51–53} Additions of citrate to solutions of either Sigma Aldrich and STREM nanoparticles yielded stable colloidal solutions at pH levels as low as 5 for several days. Agglomeration was still observed to occur in solutions at pH 2.6, where the kinetics resembled that of nanoparticle solutions without added citrate. However, the agglomeration process could be reversed if acidic solutions were brought back to pH 5.7 (Figure 5.7). This is still lower than the pH at which bare nanoparticles
rapidly agglomerate, which was observed at the end of the buffer region (pH 6.8) in section 5.2.2, indicating that citrate aids in the stability of nanoparticles near neutral pH. In addition to preventing agglomeration near neutral conditions, the introduction of citrate into nanoparticle solutions also enabled much larger yields of nanoparticles filtered through 200 nm syringe filters after being left for several days (Figure 5.8), indicating that a significant number of nanoparticles that may have been initially flocculated were broken apart into either smaller clusters or individual particles by citrate. This is in contrast to bare nanoparticles, which show a slow agglomeration over several days.

The addition of citrate did not affect the absorption spectrum of unagglomerated nanoparticles. The absorption maximum for a freshly prepared pair of samples with and without citrate was observed to be 282 nm (Figure 5.8), and the direct band gap for each was calculated to be 3.67 eV (section 2.5.4, Figure 5.8 inset). This is a good indication that although the citrate molecules bind to the surface, they do not alter the electronic transitions of the nanoparticles.

5.2.4 UV Irradiation Experiments

Solutions of Sigma Aldrich nanoparticles were irradiated in a photoreactor using 254 nm light with a radiant power of 27 mW over a 1 cm quartz cuvette, described in section 2.4.6. To observe the dependence of observed photoproducts on pH, nanoparticle solutions with pH 2.6, 7.5, 9.5 and 10.5 were prepared using KOH. Some of these solutions also contained citrate, as described below.
Irradiation of bare Sigma Aldrich nanoparticles in acidic (pH 2.6) conditions produced aqueous Ce\(^{3+}\), observed by narrow absorption peaks at 221, 239, and 253 nm (Figure 5.9a).\(^{54}\) Although Ce\(^{3+}\) also has absorption bands at 211 and 297, these bands are weak in comparison and are obscured by the absorbance of the perchlorate and nanoparticles in solution. The CeO\(_2\) peak at 300 nm (Figure 5.9b) was observed to disappear, at a rate faster than that observed for nanoparticle agglomeration in the dark. While agglomeration processes red shift this absorption peak (Figure 5.2), the irradiated sample demonstrated an initial blue shift. This shift could be fit to a change in the direct bandgap transition energy from 3.30 eV to 3.52 eV within the first 50 minutes of irradiation, after which it remained constant (Figure 5.10b). This coincided with the formation of a weak absorption band at 740 nm (Figure 5.10c and Figure 5.11a), which likely corresponds to the Ce\(^{3+}/\text{Ce}^{4+}\) charge transfer band observed by Griffiths et al.\(^{21}\) Although Griffiths observed a much broader absorbance band, this discrepancy is likely a result of the high temperatures at which their experiments were performed (> 480 °C), compared with room temperature observations here.

Irradiating bare Sigma Aldrich nanoparticles in basic solutions (pH 10.5) resulted in a minor decrease in the absorption band amplitude, as seen in Figure 5.12a. This decrease was not accompanied by the development of aqueous Ce\(^{3+}\) peaks at 253 nm, nor was there a noticeable shift in the absorbance maximum; the calculated bandgap is constant at 3.3 eV. Nanoparticles in the dark did not undergo any noticeable spectral development (Figure 5.12b).
Citrate coated Sigma Aldrich nanoparticles showed enhanced stability compared to bare nanoparticles when irradiated under the same conditions (pH 10.5), seen as a slight decrease in absorption at 300 nm (Figure 5.12c). There is a substantial growth and subsequent decay of an absorption peak at 260 nm, although this is attributable to the photochemical degradation of citrate, as it was observed for solutions only containing citrate as well (Figure 5.13). The mechanism of this degradation has been well characterized by Kuyper,\textsuperscript{55} as a reaction between citrate and dissolved oxygen in solution, forming 1,3-acetonedicarboxylic acid. This photoproduct is the observed intermediate absorbing at 260 nm, which further reacts with dissolved oxygen to produce formate, formic acid and carbon dioxide. If solutions are purged with nitrogen before irradiation, the absorption at 260 nm disappears, as is the case for solutions of citrate coated nanoparticles irradiated at pH 9.5.

Solutions of Sigma Aldrich nanoparticles and citrate at pH 9.5 showed much greater spectral changes upon irradiation than the pH 10.5 solutions did. The reason for this is that the experiment at pH 9.5 was performed for a nitrogen purged solution that had been prepared 10 days earlier. As mentioned in section 5.2.1, nanoparticles below pH 10 slowly agglomerate over days or weeks, which was observed as an increase in scattering of the sample. Irradiation decreased this scattering, indicating that UV-light is able to break apart agglomerated nanoparticles. To observe spectral changes in the absorption band at 300 nm, the effect of scattering also had to be considered. This correction was done by subtracting the absorbance at 500 nm from the absorbance at 300 nm, as the decreases observed at 500 nm are assumed to be primarily from reductions in
scattering. This subtraction at different irradiation times is shown in the inset of Figure 5.14a, relative to the corrected absorbance at the start of irradiation. The decay process observed is similar to the decay process seen at pH 10.5 (Figure 5.12c), although there is also a small growth in the 300 nm peak that occurs after 100 minutes of irradiation, which is attributed to breaking up agglomerates. A slight red shift in the absorption band maximum was observed over the course of irradiation; however, it is likely that the red shift observed is actually an artifact of reduced scattering in the sample. Modeling the band gap energy for this transition indicated that the bandgap increased from 3.48 eV to 3.57 eV. This shift in band gap was accompanied by the formation of a peak at 740 nm (Figure 5.11c), identical to the one formed for the pH 2.6 sample during irradiation. There is also a small peak that emerges at 250-260 nm; although it is possible this is from the formation of Ce$^{3+}$ (aq), a more likely explanation is that it is the result of minor degradation of citrate due to a small amount of residual oxygen in the cuvette after nitrogen purging.

At the end of the irradiation process, UV-vis spectra of the pH 9.5 sample were taken to observe dark reactions that could occur. Using the same correction for scattering as before, the absorption band at 300 nm is observed to make a full recovery while scattering remains minor (Figure 5.14b). The absorption at 740 nm and the calculated band gap both begin to return to original values (Figure 5.15b & 5.15c), although each appears to do so more slowly than the 300 nm peak recovery.

Figure 5.16a shows the spectral changes from irradiating citrate-coated Sigma Aldrich nanoparticles in neutral solutions (pH 7.5), demonstrating very different spectral
evolution than either acidic or basic solutions. The peak at 300 nm disappeared, following distinctly second-order kinetics (Figure 5.16a, inset). A new peak is observed to form with a maximum absorbance of 270 nm, which is different from absorption bands for either aqueous Ce\(^{3+}\) or citrate photoproducts. The formation of this new peak was also not a simple continuous shift in wavelength from the 300 nm maximum, suggesting that it is not similar to band shifts caused by agglomeration. After irradiation stopped, the 270 nm peak did not rapidly return to the initial state, although monitoring the absorption of the same solution three weeks later displayed a peak at 300 nm, indicating a slow recovery. Modeling the direct bandgap at different irradiation times results in a distinctly biphasic increase in bandgap energy over time (Figure 5.17b). An initial rapid increase in bandgap, similar to observations for both pH 9.5 and pH 2.6 solutions, is accompanied by the development of the Ce\(^{3+}/\text{Ce}^{4+}\) CT band at 740 nm. After ~50 minutes, both the band gap and the 740 nm absorbance appear to level off, but while the 740 nm absorbance remains constant, the band gap increases again after 100 minutes. This is in sharp contrast to the band gap change at pH 9.5, where both the calculated band gap and the absorbance at 740 nm remained constant after ~150 minutes.

Spectral changes were observed for STREM nanoparticles irradiated in pH 6.6 solutions (Figure 5.16b). These changes appeared similar to the Sigma Aldrich solution at pH 7.5, although in this case the solution was not purged with nitrogen, so absorbance at 260 nm indicating citrate degradation was observed as well. Irradiation of the STREM solution was stopped after 100 minutes, and the absorbance of the sample was observed
to increase in the dark. However, the spectrum was unable to return to the initial absorbance after 24 hours.

5.2.5 Transmission Electron Microscopy

Transmission electron microscopy (TEM) images were taken of both Sigma Aldrich and STREM nanoparticles in basic solution (pH 11), in order to obtain an accurate distribution of nanoparticle sizes. The Sigma Aldrich nanoparticles (Figure 5.18a) have rectilinear shapes, with straight edges and corners, indicating that they are likely nanocrystalline particles, as amorphous particles would necessarily be less structured. The average size of the nanoparticles was estimated using an in-house algorithm written in Mathematica, which optimized circles around connected-components in a binary rendition of the TEM images, created using a local adaptive threshold technique. The diameter of the fitted circle was recorded as the average size of each nanoparticle. Sigma Aldrich nanoparticles show typical diameters of 20 nm, agreeing well with the stated size of < 25 nm; however, there are a significant number of very large nanoparticles, skewing the mean diameter to 37 nm. The Sigma Aldrich nanoparticles show some agglomeration, forming branched structures in Figure 5.18a, although these branches could be an indication that binding between nanoparticles is not very strong. STREM nanoparticles on the other hand, were only found in dense clusters (Figure 5.18b), indicating adhesive forces between nanoparticles are likely stronger. These large agglomerates made it difficult to obtain accurate sizes for the individual nanoparticles, although examining the smaller structures within each cluster, an average
diameter of ~ 10 nm could be estimated, although the clusters themselves were roughly 120 nm in size.

Micrometer sized crystallites of Sigma Aldrich nanoparticles can be seen in Figure 5.19, and are the result of prolonged agglomeration. Although the scaling was not recorded for this image, the relative size can be seen compared to the copper grid scaffolding used to hold samples in the TEM, which they appear to adhere to. The crystalline structure they form is stellated, indicating that agglomeration processes likely has preferential surfaces for adhesion.

Sigma Aldrich nanoparticles that were coated in citrate showed less agglomeration and had many fewer large crystallites (Figure 5.20a), although some clustering was still present. The most common size was still 20 nm, while the mean was 21.5 nm. The absence of nanoparticles larger than 60 nm in diameter is a conformation that citrate does in fact break apart agglomerated nanoparticles, as nanoparticles of this size would still be able to fit through the 200 nm pore filter used to remove largescale nanoparticles, so would still be present if citrate only coated the surface. Interestingly, there was also a distinct ring around the perimeter of the nanoparticle cluster. A similar ring is much less intense in the uncoated particles (Figure 5.18a), indicating that perhaps it is only an artifact of dried salt surrounding the nanoparticles.

A duplicate of the sample in Figure 5.20a was irradiated for 8.5 hours at pH 6.6 before observing the nanoparticles using TEM (Figure 5.20b). Unfortunately, this irradiation was not performed under deaerated conditions, so citrate was degraded in the process. This can be confirmed by observing that the nanoparticles do not have a dark
ring surrounding them. Many of the nanoparticles lost their original shape, displaying rounded or blemished surfaces. Although the most common size was now 10 nm, there also appeared to be formations of larger clusters, shifting the mean diameter to 25 nm. These larger clusters are likely the result of agglomerates forming after the citrate coating had degraded.

5.2.6 Transient Absorption Spectroscopy

Transient absorption signals were observed for citrate-coated nanoparticles at pH 10.5 and pH 6.4, exciting the solutions using 305 nm laser pulses. The pump energy was kept fairly low, with energies of 0.25-1.1 μJ per pulse and a FWHM diameter of ~500 μm, in order to reduce multiple excitations of individual nanoparticles. The transient absorption signals are rather weak as a result, and were also compounded by significant scattering of the pump pulse. Scattered light was reduced using bandpass filters at each wavelength observed.

Seen in Figure 5.21, citrate-coated Sigma Aldrich nanoparticles at pH 10.5 displayed a weak bleach signal at 280 and 320 nm, while displaying excited state absorption at wavelengths from 340 to 380 nm. Both the bleach and excited state absorption signals could be globally fit to a single second order decay rate of 140 ± 40 ps. The excited state signals also displayed a rise time, which was modeled with a first-order kinetic lifetime of 600 ± 150 fs. Slightly faster transient signals were observed for STREM nanoparticles at pH 10.5 (Figure 5.22), which had a second-order decay lifetime of 90 ± 40 ps. The rise of the excited state was substantially slower in the STREM solution, with a lifetime of 2.3 ± 0.6 ps.
Transient absorption by Sigma Aldrich nanoparticles at pH 6.4 showed distinctly slower decay kinetics at 350 nm (Figure 5.23), which were fit to a second order decay lifetime of 240 ± 20 ps. The excitation kinetics were essentially the same, with a rise time of 700 ± 100 fs. Transient absorption signals at 620 nm for Sigma Aldrich nanoparticles at both pH 10.5 and 6.4 were identical to signals from neat water.

5.3 Discussion

5.3.1 Agglomeration of Nanoparticles

As the rate of the agglomeration reaction was first order with respect to the concentration of CeO$_2$, the slow step in the agglomeration process likely involves modification of the surface of a single nanoparticle. The variation of [H$^+$] dependence indicates that only some of these surface changes involve a proton. Sonication, which breaks apart loosely bound nanoparticles, appears to expose surfaces that react with protons. For freshly prepared solutions, there appears to be a second surface process, which may be from some unknown ions bound to the surfaces of the dried nanoparticles as received by the manufacturer. After the initial modification of a single nanoparticle surface, it would appear that the process of two (or more) nanoparticles adhering together to form an agglomerate occurs relatively rapidly.

The increase in pH observed with the formation of agglomerates indicates a surface protonation mechanism is involved in agglomeration. This makes sense in basic solutions, as CeO$_2$ nanoparticles have surface bound hydroxide or oxide groups,$^{29}$ which when protonated would neutralize the overall surface charge. Without this electrostatic
repulsion between nanoparticles, agglomerates could form due to van der Waals attraction.\textsuperscript{57} It is rather surprising to observe similar agglomeration at pH’s significantly below the isoelectric point, as nanoparticles should initially have positive surface charges. Protonating this surface would only increase the surface charge, which would not promote agglomeration. However, given the observation that both Sigma Aldrich and STREM nanoparticles do agglomerate readily at pH 1, it would appear that they still have a significant negative surface charge. This can perhaps be explained using observations by Nabavi et al.\textsuperscript{29} who demonstrated that titrating CeO\textsubscript{2} nanoparticles to highly basic conditions (pH > 11) causes them to undergo an “irreversible” reaction with hydroxide, which presumably adsorbed to the surface. Retitrating these nanoparticles to acidic conditions (pH 3) was not observed to release the hydroxide ions immediately, although hydroxide release was observed via an increase in pH of the solution after 40 days. It is possible that the Sigma Aldrich and STREM nanoparticles observed in this study also have excess hydroxide ions on the surface, as a result of synthetic methods, that are very slow to release, resulting in agglomeration at low pH due to decreased surface charges.

5.3.2 Improved Colloidal Stability of Nanoparticles by Citrate

In general, surface coatings prohibit the agglomeration of nanoparticles by creating a net surface charge, which electrostatically repels nanoparticles, as well as provides a steric barrier between nanoparticles. Citrate has been observed to enhance nanoparticle stability in several previous studies, where it has been used to coat both TiO\textsubscript{2} and CeO\textsubscript{2} nanoparticles.\textsuperscript{41,43,51,53} At neutral pH, citrate has several deprotonated
carboxylic acid groups (pKa’s: 3.13, 4.76, 6.39), which likely bind to the CeO$_2$ surface, resulting in an overall negative surface charge. Similar carboxylate groups have been used extensively to attach photosensitizers to the surface of TiO$_2$,$^{58-60}$ and several studies have determined that carboxylate groups can adhere to CeO$_2$ surfaces.

An investigation by Lu et al.$^{61}$ using sum frequency generation observed that acetate attaches to the surface of CeO$_2$ using both oxygens in the carboxylate moiety, either as a bidentate ligand on a single surface cerium atom, or bridging two cerium atoms on the same surface. Both forms of complexation have been modeled using DFT methods to have a binding energy of ~-45 kcal/mol in the gas phase, although the bridged form is slightly more favorable. In a separate study by Vlasova et al.$^{62}$ adsorption of benzoic acid derivatives on aqueous CeO$_2$ nanoparticles was monitored by changes in UV spectra. The binding in these cases was shown to be competitive with other ions in solution, indicating that the interaction is at least partially ionic in nature. It was also observed that the binding had a correlation with the pKa of the carboxylic acid group involved, where compounds with a lower pKa showed greater binding affinities.

The three carboxylate groups on citrate have different pKa’s, indicating that the binding affinity of each carboxylate is probably not equivalent, and the observable binding affinity would vary depending on pH. However, the polydentate nature of citrate likely enhances the total binding affinity of the molecule. Polyacrylic acid (PAA), which has many more carboxylic acid groups, was observed by Ivanov et al.$^{41}$ to have higher binding affinity to CeO$_2$ nanoparticles than citric acid, indicated by increasing the temperature of coated nanoparticle solutions until agglomerates were observed. Aside
from the carboxylate groups, the hydroxyl moiety on citrate may have some affinity to the CeO$_2$ surface, but it is probably not crucial for surface binding, as the OH would not deprotonate even in high pH solutions, and thus confined to hydrogen bonding or dipole attraction mechanisms.

As the titration data in section 5.2.2 indicated that rapid agglomeration occurs at the completion of the reaction at pH 7.3, it is expected that citrate binds to the surface groups involved in this reaction, preventing the protonation that would otherwise occur. The loss of stability below pH 5 is likely a result of the carboxylate groups becoming protonated and losing affinity to these surface sites.

Theoretically, the surface of CeO$_2$ in basic solutions should be negatively charged, which would electrostatically repel the citrate anion. This would limit binding that occurs between the two. However, freshly prepared nanoparticles demonstrate different agglomeration kinetics after their initial dispersal in water, lasting for several minutes (Figure 5.2). This may be an indication that surface charges on nanoparticles are slow to equilibrate to changes in the environment. A similar slow reaction mechanism was used to explain the poor fit of the titration curve in section 5.2.2 (Figure 5.6), as the fitted model assumed that equilibrium had been achieved for each measured point. Citrate was only added to freshly prepared solutions of nanoparticles, so it is possible that citrate binds to the nanoparticle surface before the surface has developed a significant charge. It would be interesting to test whether bare nanoparticles that have been equilibrated in basic solutions have similar affinities to citrate as freshly prepared solutions do.
Although the stabilizing effects of citrate can be confirmed by several means (i.e. preventing agglomeration at neutral pH, increasing the number of nanoparticles that are less than 200 nm in diameter, and enhancing the robustness of nanoparticles to irradiation), it is not certain how many citrate ions are bound to the surface of the nanoparticles. As citrate is able to break apart larger agglomerates into smaller particles, which in turn have more surface area, there may be some equilibrium that is achieved between the formation of large nanoparticles and the surface coverage of citrate. A study by Trujillo-Reyes et al.\textsuperscript{52} found that increasing the molar ratio of Citrate:CeO\textsubscript{2} in aqueous solution from 3:1 to 7:1 decreased the average sizes of nanoparticles observed by TEM from 8 nm to 4.5 nm. In solutions with high concentrations of citrate, the nanoparticles were observed to have a dark amorphous ring around them, ascribed to a dense layer of citrate. This ring is several nanometers thick, indicating that citrate would need to form more than a single layer on the surface of the nanoparticle.

TEM measurements in this study indicate that although agglomerates larger than ~60 nm are broken apart by the addition of citrate, the median size of nanoparticles was unchanged, indicating that the surface coverage was not enough to break apart the fundamental crystallite size of 20 nm. TEM images show a large dark ring around nanoparticle clusters in samples with citrate present (Figure 5.20a), which is not seen in bare nanoparticle solutions (Figure 5.18a). These rings may be citrate layers, as Trujillo-Reyers suggests,\textsuperscript{52} indicating that the surfaces are covered in a layer of citrate that is several nanometers thick. It is also possible that these rings may simply be an artifact of
drying the sample, concentrating citrate salts near the nanoparticles, while actual surface coverage in solution is significantly smaller.

5.3.3 Direct Band Gap Calculations and Comparisons to Literature

The pronounced blue shift in absorption spectra after irradiating samples at neutral pH (Figure 5.16a) is difficult to characterize, as the absorption band is quite broad and featureless. The absorption spectrum is visibly different from solvated Ce\(^{3+}\) or Ce\(^{4+}\) compounds, indicating that the absorption is probably from changes within the nanoparticle. To describe these changes in absorption, many previous studies have modeled the nanoparticles as direct semiconductors, calculating a direct band gap energy \((E_G)\) from the UV-visible absorption spectrum using a Tauc plot.\(^{63}\) Although treating CeO\(_2\) as a semiconductor may seem surprising as one could expect it to have localized excitons similar to TiO\(_2\),\(^{64}\) most studies indicate the exciton Bohr radius in CeO\(_2\) is 7-9 nm.\(^{26,65,66}\) This larger exciton size can also be inferred by the low band gap energy (2.8 eV) for bulk CeO\(_2\),\(^{24-26}\) which is lower than either TiO\(_2\) (3.20 eV for Anatase, 3.01 eV for Rutile, 3.13 eV for Brookite)\(^{67}\) or ZnO (3.3 eV).\(^{68}\) At any rate, this analysis provides a method to compare the absorption spectra collected here to other studies, as many do not depict absorption spectra or maxima, but do report the direct band gap energy.

Furthermore, there have been numerous studies claiming that band gap energy can be used to predict nanoparticle size.\(^{65,69-76}\) Although these predictions can be confounded by the concentration of Ce\(^{3+}\) in nanoparticles,\(^{66}\) there is fairly good agreement between different studies indicating that these estimates are still useful. There are two primary
models used to obtain the size of nanoparticles from the band gap energy. The first model is known as the effective mass approximation (EMA), which approximates the electronic band structure near an energetic minimum or maximum with a parabola. The curvature of this parabola can be redefined as an effective mass for a free particle \( (m_e \text{ or } m_h) \), where narrow wells in k-space correspond to light effective masses, while broad wells correspond to heavy effective masses. Essentially, as the semiconductor decreases in size, inter-band transition energies grow according to a particle-in-a-box description:

\[
E_G = E_{G,B} + \frac{\hbar^2 \pi^2}{2R^2} \left( \frac{1}{m_e} + \frac{1}{m_h} \right) - \frac{1.8e^2}{eR} \tag{5.6}
\]

Where \( E_G \) is the band gap energy, and \( E_{G,B} \) is the band energy for the bulk crystal. The second term on the right hand side of eq 5.6 is essentially the particle-in-a-box quantum energy, while the third term is an interaction term between the electron and hole via shielded coulombic interactions. The constants \( m_e \) and \( m_h \) are the effective masses for the electron and hole in the material, respectively. They are typically smaller than the real electron mass \( (m_r) \), and are related to the Bohr radius \( (a_B) \) of the exciton formed from absorption via the relation:

\[
a_B = \frac{4\hbar^2 \pi \varepsilon (m_e + m_h)}{m_e m_h e^2} \tag{5.7}
\]

which is the approximate size at which quantum confinement effects begin to occur in a material. For CeO\(_2\), the effective masses for both electrons and holes are typically assumed to be 0.4 \( m_r \). Although this model does well for many semiconductors, CeO\(_2\) is not particularly well described, as the valency of cerium atoms can change, which alters the properties of electronic bands in the nanoparticle. There have been several studies
indicating that as the proportion of Ce$^{3+}$ increases in the nanoparticle, the observed band gap will increase as well, even if nanoparticles are the same size.$^{66,79,80}$

The second (electrostatic) model that describes shifts in band gap with nanoparticle size was proposed by Tsunekawa$^{81}$ and describes the changes in the band gap energy as a function of Ce$^{3+}$ percentage in the nanoparticle. These concentrations can be modeled using the crystal lattice parameters from electron diffraction,$^{82}$ and also with the average valency of cerium from XPS.$^{76}$ The resulting function of band gap to particle size is shown as:

$$E_G = E_{G,B} + 5.3R^{-2.17}$$ (5.8)

Where the radius $R$ is in units of nanometers while band gap energies are in eV. The model assumes Ce$^{3+}$ exists only on the surface of the nanoparticles, similar to other mechanistic models proposed for TiO$_2$, which link blue shifts in the absorption edge with negative surface charges.$^{64}$ These surface Ce$^{3+}$ ions causes an electrostatic difference between the surface and interior, shifting the energy of the band gap. This model also predicts that the oxygens bound to surface Ce$^{3+}$ are primarily O$_2^{2-}$, or equivalently 2(OH$^{-}$). If this is the case, then altering these surface sites could have significant effects on the band gap of nanoparticles.

It is important to note that these models both assume the absorption of the nanoparticles is from delocalized interband transitions, and not from individual contributions of localized states. Although the Ce4f band is thought to consist only of delocalized states in pure CeO$_2$,$^{15,16}$ several groups have observed bands in absorption or diffuse reflectance spectra that can be associated with transitions localized on low
coordination defects.\textsuperscript{24,26,83} These transitions can be attributed to either Ce\textsuperscript{3+} or Ce\textsuperscript{4+} centers, and are described as a charge transfer from an oxygen 2p orbital to a cerium 4f orbital. Ce\textsuperscript{3+} transitions are typically observed around 250-265 nm, whereas localized O → Ce\textsuperscript{4+} transitions are observed near 280 nm. These localized transitions may alter the observed absorption spectrum, which could severely affect calculated band gap energies. However, in many cases the interband transition is sufficiently lower in energy\textsuperscript{26,72,83,84} than observed localized transitions that effects they might have on the predicted band gap are negligible. It is possible that these localized transitions could become more significant as the size of the nanoparticle decreases or if considerable defect states exist in a nanoparticle.

A summary of predicted direct band gap energies and nanoparticle diameters measured using TEM is shown in Figure 5.24. The majority of measurements lie between the predictions of the EMA and electrostatic models assuming the band gap for bulk CeO\textsubscript{2} is 2.85 eV. However, there are a significant number of studies that indicate a much higher bulk band gap energy. These can be fit reasonably well with the EMA model, resulting in a new bulk bandgap energy of about 3.3 eV. The majority of studies that fit to this altered EMA model are studies where nanoparticles were calcined at high temperatures and have large nanoparticle diameters,\textsuperscript{74,75,84–86} although Chen and Chang report similar sizes and bandgaps using synthetic methods at room temperature.\textsuperscript{39,40} The band gap energy calculated from absorption and the mean diameter calculated from TEM images place the Sigma Aldrich nanoparticles analyzed in this study (black triangles in Figure 5.24) among those that require a higher intrinsic band gap, corresponding to the
bare nanoparticles, and citrate coated nanoparticles before and after irradiation. The solution of STREM nanoparticles showed a band gap of 3.285 eV, which is lower than even the bare Sigma Aldrich nanoparticles. However, it is not certain if the absorbance spectrum of the STREM solution is from the individual 8 nm diameter nanoparticles or from the large agglomerate structures.

As a side note, Figure 5.24 does not include studies that measured nanoparticle sizes from broadening of X-ray diffraction or Raman-scattering bands, as these measurements demonstrated less correlation to the direct band gap. A recent study by Lorilte et al.87 identified that even mild agglomeration in nanoparticles can have significant effects on the line broadening observed in Raman bands, and the subsequent estimation of nanoparticle size. Agglomeration may also affect the perceived diameters from X-ray diffraction measurements, resulting in unreliable predictions of size. TEM does not suffer from the same issues with fitting, as nanoparticle sizes can be directly observed.

5.3.4 Modeling Shifts in Band Gap During Irradiation

Increases in the modeled band gap energy were observed for citrate coated Sigma Aldrich solutions at pH 9.5, 7.5 and bare nanoparticles at pH 2.6 throughout the period of irradiation (Figures 10, 15 & 17). Each consistently displayed a sharp rise in band gap energy that could be fit with an exponential lifetime of 20-30 minutes. This initial rise paralleled the appearance of an absorption band at 740 nm, which is likely due to electron transfer between Ce³⁺ and Ce⁴⁺ sites in the nanoparticle. Tuller et al.19 found that this charge transfer process has a thermal barrier of 0.4 eV. According to Marcus theory,
The light-induced transition should have an energy four times the thermal barrier (1.6 eV), assuming that the initial and final localized states are on equivalent cerium atoms in the lattice. This 1.6 eV transition energy corresponds to 775 nm, which is close to the 740 nm band observed.

The absence of the 740 nm band prior to irradiation indicates that there is only Ce\(^{4+}\) present in nanoparticles initially, and the observed increase in this band can be related to an average increase in Ce\(^{3+}\) present in the nanoparticles. Similar reductions of Ce\(^{4+}\) to Ce\(^{3+}\) have been observed when irradiating nanoparticle samples with X-rays, where prolonged irradiation significantly reduces the average valence state of cerium.\(^{88}\) While X-rays are certainly more energetic than the 254 nm UV light, it is possible the mechanism is similar. A separate study by Takeda and Mafune\(^{85}\) (Takeda, 2014) showed that laser ablation at 1064 nm also induced an abnormal increase in Ce\(^{3+}\) in nanoparticles, resulting in a bandgap increase from 3.43 to 3.48 eV. However, they attribute this to localized heating that fractured the nanoparticles into small pieces, which contain more Ce\(^{3+}\) on the surface.

The fact that this 740 nm absorption band and the band gap energy change on the same timescale indicates that the increase in band gap energy is likely from the formation of Ce\(^{3+}\) within nanoparticles. Increases in band gap energy due to higher concentrations of Ce\(^{3+}\) have been observed before,\(^{66}\) however the observation of the 740 nm band could be used as a nonintrusive indicator of changes in the average valence state in CeO\(_2\) nanoparticles. Current methods rely on X-ray absorption spectroscopy,\(^{88}\) X-ray
photoelectron spectroscopy\textsuperscript{89} or chemical redox reactions\textsuperscript{53} to obtain relative amounts of Ce\textsuperscript{3+} in nanoparticles, which all modify the sample.

At pH 2.6, the observed band gap change is much larger than the solutions irradiated at higher pH, yet the observed band at 740 nm is much smaller. The obvious answer to this discrepancy is that the Ce\textsuperscript{3+} atoms created by irradiation are free to exit the nanoparticle as aqueous Ce\textsuperscript{3+}, which appears in solution. The increase in band gap at the same time is from the decrease in nanoparticle size (Figure 5.10) due to this loss, although the true magnitude of this effect may be offset by the agglomeration processes that are simultaneously occurring in solution.

It is rather surprising, given the formation of Ce\textsuperscript{3+} in acidic conditions, that an aqueous Ce\textsuperscript{3+} peak is not observed at neutral conditions as well, as the hydrated Ce\textsuperscript{3+} ion is equally stable below pH 8.\textsuperscript{90} It is possible that the adhesion of citrate to the surface of the nanoparticle affects the surface charge enough to prevent Ce\textsuperscript{3+} from exiting into solution. Another possibility is that the surface binding sites of CeO\textsubscript{2} change from pH 2.6 to 7.5. The model proposed by Nabavi et al. indicates that triply coordinated hydroxyl groups on the surface (Ce\textsubscript{3}-OH\textsuperscript{0.5}) are deprotonated to oxides (Ce\textsubscript{3}-O\textsuperscript{0.5}) above pH 5.5. These changes would produce the same effect of creating a negative charge at the surface, which would stabilize Ce\textsuperscript{4+} near the surface, making it more difficult for Ce\textsuperscript{3+} to exit the nanoparticle.

The formation of Ce\textsuperscript{3+} in the nanoparticle could be the result of two possible mechanisms: a reduction of Ce\textsuperscript{4+} by an excited electron, or by the ejection of oxygen (as ½ O\textsubscript{2}) from the nanoparticle, which leaves behind two electrons after it is released.\textsuperscript{9} Both
are possible, although direct reduction of Ce\(^{4+}\) by an excited electron would suffer from
the possibility of recombination with the corresponding hole, returning to the initial Ce\(^{4+}\)
ground state. This recombination is avoided in the case where the hole reacts at the
surface of the nanoparticle, where it could potentially oxidize water.\(^{34,35}\) However, the
oxidation of water produces H\(^+\), which would decrease the pH; in all cases of irradiating
the Sigma Aldrich nanoparticles the pH was observed to increase. The latter mechanism
of releasing oxygen would be much less likely to suffer from fast recombination, as the
ejected oxygens would produce O\(_2\) gas in a manner similar to reactions involved in OSC.
Experiments using pulses of oxygen gas flowed across the surface of reduced CeO\(_2\) have
indicated that the reabsorption of oxygen occurs on a timescale of several seconds at
temperatures > 500 K,\(^{91,92}\) with a activation energy of 48.1 kJ/mol.\(^{92}\) It is not surprising
that at room temperatures this reaction would slow to minutes. The fact that the 740 nm
absorption band partially recovers after irradiation indicates that Ce\(^{3+}\) is slowly being
oxidized back to Ce\(^{4+}\), which could be explained by the reabsorption of oxygen into the
lattice structure.

While changes in cerium valence can describe the initial rise in band gap,
irradiation at pH 7.5 (Figure 5.17) displayed a second increase after \(\sim\)100 minutes. This
did not have a corresponding change in the absorption at 740 nm, indicating that it is not
from changing concentrations of Ce\(^{3+}\). It is therefore likely an effect of exciton
confinement due to decreases in average nanoparticle size. The 4.13 eV band gap at the
end of irradiation corresponds to a nanoparticle diameter of 9.4 nm using the EMA
model, which best fit the unirradiated Sigma Aldrich nanoparticles (Dot-Dashed line in
Figure 5.24). This agrees with TEM images of citrate coated CeO$_2$ after 8 hours of irradiation at pH 6.6, which show a significant number of nanoparticles with diameters around 10 nm (Figure 5.20b). Thus prolonged irradiation could be used to form smaller nanoparticles from initially larger particles.

In contrast to other irradiated solutions at lower pH, the solution of citrate coated Sigma Aldrich nanoparticles at pH 10.5 did not show any development in the 3.3 eV bandgap during irradiation, nor did it demonstrate a Ce$^{3+}$/Ce$^{4+}$ CT band at 740 nm, indicating that at very high pH conditions, the pathway forming Ce$^{3+}$ is suppressed or has a competitive back reaction. This lack of activity makes sense if the reactive sites for cerium reduction are located on the surface, as raising the pH would have the effect of deprotonating surface sites on the nanoparticle and decreasing the overall surface charge,\textsuperscript{29} making it difficult for electrons to reach these reactive sites.

5.3.5 Ultrafast Kinetics and Photophysical Mechanisms

The excited state absorption band around 350 nm (Figure 5.21) is assigned to a trapped hole, which is a hole that has been localized to a specific location in the lattice structure. The most obvious location for this localization would be on the negatively charged oxygen atoms in the lattice.\textsuperscript{93} This localization can equivalently be described as O$^-$ small polarons, or localized deformations in the lattice structure that occur in the presence of a hole, localizing the hole in a potential well.\textsuperscript{94} Absorption bands associated with trapped sites can occur through either intra- or interpolaron transitions.\textsuperscript{95} Actual observations of intrapolaron transitions are rare, because in many cases the transitions are forbidden by symmetry. The more common case is interpolaron transitions, which is
essentially the process of a hole hopping from one localized state to another through the absorption of light. Thus holes caught in “deep traps” will require more energy to hop to a nearby site, and will consequently have a blue shifted absorption spectrum when compared to transitions from shallow traps.

The 350 nm absorption peak is significantly blue shifted from equivalent bands in TiO$_2$, indicating that the hole traps are deeper in CeO$_2$ than in TiO$_2$. One explanation for this is the relatively high mobility of oxygens within the Ceria lattice. This property allows them to be used for oxygen storage or in solid oxide fuel cells, but also may help in the nuclear displacement needed to form small polarons. A different possibility that could describe the blue shift is disorder on the surface of the nanoparticle. This disorder would create very favorable traps compared to the bulk structure. Given the additional facts that in basic solution, and with the addition of citrate, the surface potential of the nanoparticles is negatively charged, it would not be surprising if the holes are electrostatically attracted to the surface where they are subsequently trapped in local disordered sites.

The rise time of the 350 nm absorption band is likely from the cooling and trapping process of holes that are initially untrapped or only in shallow wells immediately following excitation. This fast kinetic process has been observed to happen in 20 nm diameter TiO$_2$ nanoparticles on timescales of 200 fs, which is slightly faster than the dynamics observed for the 20 nm diameter citrate coated Sigma Aldrich nanoparticles (Figure 5.21). The rise time for trapped holes in 10 nm STREM nanoparticles is slower still (Figure 5.22), which is rather surprising assuming trapping occurs primarily at the
surface. If a nanoparticle is smaller the holes should be able to reach the surface and trap more quickly than in larger nanoparticles. One possible explanation is that the STREM nanoparticles are actually tightly bound agglomerates in solution, in which electrons are able to transfer seamlessly throughout the cluster. Such dense agglomeration is observed in TEM images (Figure 5.18b), where individual STREM nanoparticles are difficult to discern. However, for holes to travel throughout a large agglomerate there would have to be few internal defect sites that could act as traps. A separate explanation would be that STREM has more shallow traps, which are able to slow the movement of the hole, but do not result in a defined transition band. This is perhaps in the same vein as the first possibility as shallow holes could be formed by agglomeration processes.

The decay of the 350 nm band was observed to have second order kinetics, with a lifetime that appeared to vary with pump intensity (Figure 5.25). These attributes have been shown to correspond to the formation of multiple excitons in TiO$_2$ nanoparticles. A study by Rothenberger et al.\textsuperscript{100} demonstrated that at low pump intensity, excitons formed in TiO$_2$ nanoparticles follow single order decay kinetics that had a constant lifetime, however at high pump intensity, the kinetics changed and became second order with lifetimes that decreased with increasing pump power. They were able to accurately model this change in decay kinetics by assuming a Poisson distribution of excitons formed per nanoparticle with an average that depended on pump energy, where each exciton undergoes a random walk process of recombination. Forming multiple excitons on a single nanoparticle decreased the overall lifetime, as there were more possible recombination pathways. According to their model, first order kinetics model the system
well as long as there are 0.5 excitons formed per nanoparticle on average, while second order processes are good approximations for averages above 30 excitons per nanoparticle.

To obtain the average number of photons absorbed by each CeO$_2$ nanoparticle, the ratio of the number of photons absorbed per particle in the pump beam was estimated using the following equation.

$$\frac{\text{photons}}{\text{particles}} = \frac{\int E_e \left(1 - 10^{-A} \right)}{h \nu} \left( \frac{A}{\varepsilon_{305}} \right) \left( \frac{MM}{4\pi r_{NP}^3 \rho} \right)$$  \hspace{1cm} (5.8)

Where $E_e$ is the irradiance of the Gaussian pump pulses at 305 nm integrated over the duration of a single pulse (J/m$^2$), $A$ is the absorbance of the sample, $\varepsilon_{305}$ is the molar absorption coefficient of CeO$_2$ at the pump wavelength, assumed to be 3000 M$^{-1}$cm$^{-1}$, $\rho$ is the density of bulk CeO$_2$, $r_{NP}$ is the radius of the nanoparticle taken from TEM data, and $MM$ is the molar mass of CeO$_2$. Thus the numerator is the number of photons absorbed in a cylindrical Gaussian volume of the sample, while the denominator represents the concentration of nanoparticles in that same sample. For Sigma Aldrich nanoparticles, the average number of photons absorbed per particle varied from 1.05 to 4.66, depending on the absorption and pump power used on the sample. STREM nanoparticles, which were smaller in size, corresponded to 0.21-0.58 photons per particle.

In the case of Sigma Aldrich nanoparticles, the behavior predicted by Rothenberger et al.$^{100}$ would be primarily first order, with a small but significant population of nanoparticles decaying via a second order term. However, in all cases a
purely second order reaction model described the data more accurately, with a lifetime of 140 ± 40 ps. Fitting the decay process with a single exponential showed noticeable deviations from the raw signals (Figure 5.26). Applying the Akaike information criterion (AIC) or Bayesian information criterion (BIC)\textsuperscript{102} indicated that second order kinetics has a relative likelihood $10^5$-$10^6$ times more than first-order kinetics. The decay could be described with two exponential terms, resulting in lifetimes of 70 ± 20 ps and 1050 ± 240 ps. However, this fit offered no benefit when compared to the second order decay, with relative likelihoods for AIC and BIC respectively being 0.23 and 1.49 when compared to second order decay model. Given that the more complicated model did not describe the data any better, the simpler second order kinetic process was preferable.

In STREM nanoparticles, decreases in nanoparticle size lead to lower pump energy per nanoparticle for the same pump power, for which the Rothenberger model would predict purely first order kinetics. However, both AIC and BIC indicated that the second order kinetic description was still more representative, with respective likelihoods of 19.7 and 10.4 compared to the first order kinetic model. The lower likelihood indicates that the two models are much more equivalent at describing the STREM signal decay than was the case for Sigma Aldrich nanoparticles. It is not certain if this is the result of the differences in the number of excitons present in each nanoparticle, or simply smaller signal to noise ratio. In this case, more data would need to be collected to accurately discern the two possibilities.

Although second order kinetics would imply that there are multiple excitons on individual nanoparticles,\textsuperscript{100} Sigma Aldrich nanoparticles analyzed at different pump
intensities did not show decreasing lifetimes with increased pump power. In fact, decay processes appear to become longer with increasing pump fluence (Figure 5.25). This disagrees with the multiple exciton model used for TiO$_2$, as forming more excitons in a single nanoparticle increases the likelihood of recombination, which results in faster decay kinetics.$^{100,103}$ The reversal of this trend in CeO$_2$ could be an indication that a different process is responsible for the observed second order kinetics.

CeO$_2$ differs notably from TiO$_2$ in that cerium atoms can change valence states between Ce$^{3+}$ and Ce$^{4+}$ with relative ease compared to titanium, which is predominantly Ti$^{4+}$. In TiO$_2$, excited electrons can exist as a delocalized electron in the conduction band or a localized polaron, where the two states have similar energies.$^{104,105}$ However, transient absorption signals at 620 nm should observe signals for a delocalized/free electron,$^{99}$ were no different from transient absorption signals for pure water, indicating that there was no signal from exciting the nanoparticles. This would indicate that delocalized electronic states are not significant in CeO$_2$, which agrees with the description by Tuller et al. who determined that conduction through CeO$_2$ is exclusively from localized electron hopping from Ce$^{3+}$ to adjacent Ce$^{4+}$.$^{19}$ The transition band for this hopping process was observed in steady state irradiation experiments with an absorption maximum at 740 nm, and would be predicted to appear in the transient absorption at this same region.

The possibility that both holes and electrons are much more deeply trapped in CeO$_2$ than TiO$_2$ could indicate that the small polarons they form diminish the electronic attraction between the two charge carriers at larger distances. Thus their recombination
may behave as two isolated polarons annihilating each other, rather than the bound state observed between electrons and holes in a typical exciton. If both charge carriers behaved independently, their interactions would result in the second-order kinetics observed.

With no signals at 620 nm even at early times after excitation, the trapping of electrons would need to be complete in less than a picosecond. This is not too surprising, as the majority of cerium atoms in the nanoparticles are Ce\(^{4+}\), making electron traps common throughout the nanoparticle. Electrons are still able to reach the surface, as several studies have indicated that superoxide (O\(_2^−\)) is produced by irradiating CeO\(_2\) in the presence of Oxygen. However, the movement of electrons in CeO\(_2\) could be quite different from TiO\(_2\) if they are exclusively in trapped states.

Without the direct observation of trapped electrons, it is uncertain exactly how much of the decay of the trapped hole transient signal is due to photochemical product formation and how much is from reforming the ground state. However, CeO\(_2\) is generally less active than TiO\(_2\) under UV irradiation, as observed in the slow rates of degrading pollutant analogues. As TiO\(_2\) has a quantum yield of photoproducts on the surface of ~0.1, CeO\(_2\) would be expected to even lower yields of such decay processes, so the majority of the signal decay is likely from recombination dynamics. This decay lifetime was observed to be significantly longer in neutral solutions compared to basic solutions (Figure 5.23). This is surprising, considering that lowering the pH forms more Ce\(^{3+}\) sites, which can be regarded as recombination centers for holes, and would be expected to speed up recombination processes. However, this is under the assumption that pure
CeO$_2$ behaves like an intrinsic semiconductor, where conduction and valence bands have equal populations of electrons or holes, respectively.

Many studies have found that at high temperatures and low oxygen environments, which promote oxygen vacancies and Ce$^{3+}$ centers, CeO$_2$ behaves as an n-type semiconductor. However, several studies have indicated that at temperatures lower than 700 °C or at oxygen conditions above one atmosphere, CeO$_2$ actually behaves as a p-type semiconductor. Together, these studies would imply that CeO$_2$ nanoparticles containing only Ce$^{4+}$ should be treated as a p-type semiconductor, which transitions to an n-type semiconductor upon reduction or by loss of oxygen (i.e. forming CeO$_{2-x}$). Thus at room temperature, the Sigma Aldrich nanoparticles should behave like a p-type semiconductor. In a p-type semiconductor, there are more holes present than electrons, which means the recombination rate is primarily determined by the ability of the excited electron to reach a recombination center where a hole is already present. The movement of the corresponding excited hole becomes less important, as there are other holes present in p-type materials and so would have a much higher chance of recombining once the electron has reached a recombination center. The formation of Ce$^{3+}$, via lowering pH, reduces the number of holes present in trap sites making it less likely for the electron to encounter an unfilled trap site, which consequently increases the recombination lifetime. As a result of lengthening this recombination lifetime, slower photochemical processes can begin to occur, as evidenced by the increased reactivity of nanoparticles irradiated at lower pH (Figure 5.9, 5.12, 5.14 & 5.16). It is important to note that changing the pH would primarily effect the surface of the nanoparticle, so the
observed changes in recombination rates are probably due to modifications of traps located near the surface.

The recombination lifetime observed at pH 10.5 appeared to decrease over the course of several hours (Figure 5.27). This was not an effect of prolonged irradiation, as the trend was observed for a duplicate sample that had been kept in the dark, indicating that at high pH, a dark reaction slowly oxidizes cerium Ce$^{3+}$ to Ce$^{4+}$ within the nanoparticle after initial dispersion. The slow kinetics for this equilibrium reaction agree with the titration analysis (Section 5.2.2) which indicated the presence of a reaction above pH 8 that was much slower than the 5-minute timescale used for the additions of acid. The slow equilibration may also account for the initial decrease of the 300 nm band in the steady state irradiated solution at pH 10.5 (Figure 5.12c), where the observed decay appears to taper off as the solution ages. However, it is not certain if this is due to the nanoparticle surface not being at equilibrium with the surrounding solution, or whether the decay is observable after equilibrium is achieved. To discern this difference, a sample would need to be prepared that had achieved equilibrium before irradiation was initiated.

In summary, the transient absorption data indicate that both electrons and holes are more deeply trapped in CeO$_2$ than in TiO$_2$. This trapping is dependent on the valence of cerium atoms, where the presence of surface Ce$^{3+}$ sites slows down recombination. The excited states formed at neutral pH are longer lived than at basic pH, and could allow for more photoinduced reactivity at the surface of nanoparticles, which could explain their photodegradation in acidic solutions.
5.4 Conclusion

Cerium oxide nanoparticles from two commercial sources were analyzed using ultrafast transient absorption and using a photoreactor to determine the photophysical and photodegradation processes. Observations of charge transfer bands for both electrons and holes indicate that both charge carriers exist as small polarons which appear to be more deeply trapped than in other metal oxides, challenging previous descriptions of delocalized charge carriers in CeO$_2$. The small size of the polarons around both electrons and holes also limits the excitonic description of the charge carrier pair, resulting in second order recombination kinetics even at low light intensity.

It was found that pH plays an important role in photoreactivity, where raising the pH increases the recombination rate of excited electrons and holes, limiting the activity of the nanoparticles. At pH below 10, the nanoparticles were observed to undergo photochemical reduction of Ce$^{4+}$ to Ce$^{3+}$, presumably accompanied by releasing O$_2$ gas from the lattice structure, although this was not directly monitored. At pH 2.6, the Ce$^{3+}$ that is formed is released as an aqueous ion. However, at neutral conditions (pH 7.5), Ce$^{3+}$ remains inside the nanoparticle, reaching a critical concentration at which point the nanoparticle begins to break apart. At pH 9.5, the formation of Ce$^{3+}$ is still observed, yet nanoparticle fracturing becomes negligible, making this system ideal for photocatalytic redox chemistry. Photoinduced fracturing was also observed for agglomerated nanoparticles, demonstrating that applied UV-light can be a useful means to redisperse nanoparticles from agglomerates. Agglomerates could also be broken up using
sonication, although sonication was observed to alter the surfaces of nanoparticles in acidic solutions, causing the nanoparticles to be more reactive with protons.
Figure 5.1 Diagram outlining the excited state processes in CeO₂. Upon excitation by UV or visible light \((hν)\), an electron and hole are formed in the Ce4f and O2p bands, respectively. These can theoretically remain delocalized, or can localize on trap sites in the lattice. These charge carriers will be able to react with electron donors (D) or acceptors (A) if they make it to the surface; however, trap sites can facilitate electron-hole recombination via a Shockley-Read Hall mechanism, returning to the initial ground state.

Figure 5.2. In acidic solutions, biphasic kinetics are observed for the decay of the absorption maximum at 300 nm, attributed to agglomeration. The rates of both processes could be fit as a zero order rate law.
Figure 5.3 Normalized decays of absorbance as an indicator of agglomeration. Each plot is comparing solutions that were matched for each parameter in Table 5.1 except the ones indicated and ionic strength, which had no effect on the kinetics. The top six plots show the effect of CeO$_2$ concentration, where kinetics were faster at high concentration (blue lines) compared to low concentrations (red lines). The bottom six plots compare the effect of pH on decay rate, showing slower kinetics at high pH (blue lines) compared to low pH (red lines) after sonicating the solution, but the kinetics become independent of pH if sonication is omitted.
Figure 5.4. The effect of sonication on the absorption at 310 nm, which is related to the concentration of Sigma Aldrich CeO$_2$ nanoparticles dispersed in solution. Negative times are before the application of sonication. Sonicated samples (red) display an increase in absorbance after 30 minutes of sonication, attributable to breaking up large agglomerates. However, after 60 minutes of continuous sonication, the absorbance decreases more rapidly than unsonicated nanoparticles (blue).

Figure 5.5 The absorbance of a filtered solution of Sigma Aldrich nanoparticles dispersed with nitrate in acidic solution (red) shows an identical spectrum to sodium nitrate (black), indicating that no nanoparticles were able to pass through the 200 nm pore filter. This would imply that all nanoparticles had agglomerated, and nitrate is unable to disperse CeO$_2$. The absorbance maximum of nitrate is at 300 nm, which may have been mistaken for the absorption band of CeO$_2$ (blue) in previous studies.
Figure 5.6. Titration of STREM nanoparticles. Inset shows the linear dependence of concentration with the mass of nanoparticles added, which indicates that only 11.6% of the surfaces sites react in the buffer region near pH 7. The curve above pH 8 appears very different from the model, the reasons for which are explained in the text.

Figure 5.7 Sigma Aldrich nanoparticles with citrate were shown to be stable at pH 9.5, however lowering the pH to 2.6 (dashed line in inset) demonstrated an immediate red shift and decrease in the peak absorption with a rise in scattering. Raising the pH back to 5.7 (dotted line in inset) raised the absorption peak and began to decrease scattering. However, this was observed to still be incomplete after a day.
Figure 5.8 The absorption spectra for Sigma Aldrich nanoparticles in basic solution after filtering with 200 nm pore filters. Bare nanoparticles (red) display a low absorbance, indicating most nanoparticles were agglomerated. Nanoparticles coated with citrate and immediately filtered (black) so an increase in absorbance with no change in bandgap energy (inset). However, an enormous increase in absorption is observed when nanoparticles were allowed to equilibrate with the citrate coating (blue). However, this dispersal is also observed to shift the maximum and band gap slightly.
Figure 5.9 Irradiating Sigma Aldrich nanoparticle solutions at pH 2.6. (A) The absorption spectra show an initial blue shift upon irradiation, and decay while Ce$^{3+}$ peaks at 239 and 253 nm emerge. The inset displays the kinetics of the 300 nm peak, which appear to be first order. (B) A comparison of the kinetics of dark and irradiated solutions of Sigma Aldrich nanoparticles, showing irradiation diminishes nanoparticle absorption more rapidly than the kinetics of agglomeration.
Figure 5.10 Changes in band gap energy and the absorbance at 740 nm for Sigma Aldrich nanoparticles irradiated at pH 2.6. (A) Tauc plots at each time used to calculate the direct band gap. (B) The change in band gap energy with irradiation time displays an initial rise, which remains roughly constant. (C) The corresponding change in 740 nm absorbance shows a similar trend to the bandgap, although displays more noise due to the solutions scattering.
Figure 5.11 Near IR absorption of Sigma Aldrich nanoparticle solutions before (dotted lines) after (solid lines) irradiation. Solutions at pH 7.5, 9.5 and 10.5 all contain citrate. All solutions except pH 10.5 display the formation of a band at 740 nm. This is still observable in the pH 9.5 solution after the recovery of the 300 nm peak (dashed line).
Figure 5.12 Irradiation of bare Sigma Aldrich CeO$_2$ nanoparticles at pH 10.5 (A) Bare nanoparticles show a decrease in absorption. (B) The corresponding unirradiated solution displays no spectral changes. (C) The addition of citrate reduces the effects of photodegradation, although citrate is observed to photochemically break down in the presence of dissolved O$_2$. 
Figure 5.13 The absorption spectrum of citrate at pH 8.8 under irradiation in the presence of oxygen. The large shoulder at 220 nm is absorption due to citrate, which decreases during irradiation. At the same time, there is the emergence and subsequent decay (inset) of a small shoulder at 260 nm, corresponding to 1,3-acetonedicarboxylic acid. This shoulder appears as a peak in the citrate coated CeO$_2$ spectrum; however, purging the solution with nitrogen prevents all observable degradation processes.
Figure 5.14 Irradiation of citrate coated Sigma Aldrich nanoparticles at pH 9.5 after purging with nitrogen gas. (A) There is a more substantial decrease in absorption at 300 nm than what was observed at pH 10.5, although much of this change is a result of decreasing scatter. (B) After irradiation is stopped, the 300 nm peak returns to its original absorbance value, however the scattering at long wavelengths does not return, indicating that irradiation irreversibly breaks apart large agglomerates.
Figure 5.15 Changes in band gap and absorbance at 740 nm for the solution of citrate coated Sigma Aldrich nanoparticles at pH 9.5. (A) A Tauc plot used to model the direct band gap of the solution over the course of irradiation. (B) The band gap increases to a constant value upon irradiation. The dashed line indicates the end of irradiation, after which a relaxation process is observed. (C) The absorption of the band at 740 nm increases at roughly the same time scale.
Figure 5.16 Irradiation of citrate coated CeO$_2$ nanoparticles at neutral pH. (A) Irradiation of a deaerated solution of citrate coated Sigma Aldrich nanoparticles at pH 7.5 displays a decay in the peak at 300 nm and the appearance of a new band at 270 nm. The inset displays the kinetics of this 300 nm absorbance, which are second order. (B) Irradiation of citrate coated STREM nanoparticles at pH 6.6 display a similar decrease in the 300 nm absorbance, although irradiation was halted after 100 minutes. In this case, the solution was not deaerated, so the degradation of citrate at 260 nm is observable. The absorption at 260 nm and 300 nm are shown in the inset.
Figure 5.17 The modeled changes in band gap energy for citrate coated Sigma Aldrich nanoparticles irradiated at pH 7.5. (A) The Tauc plot used to calculate the band gap energy. (B) The change in band gap with irradiation time. An observed fast rise is observed, analogous to the pH 9.5 solution. (C) The absorbance of the band at 740 nm, which displays a rise matching with the initial increase in band gap. However, this absorption remains constant, while the band gap continues to increase after ~100 minutes.
Figure 5.18 Transmission electron microscope (TEM) images of (A) Sigma Aldrich and (B) STREM nanoparticles prepared using basic solution (pH 10.5). Below each figure is the distribution of nanoparticle diameters calculated in the image. Both nanoparticles appear to agglomerate, although the STREM cluster is more densely packed, making the diameters of individual nanoparticles difficult to measure accurately.
Figure 5.19 TEM image of agglomerated Sigma Aldrich nanoparticles prepared at neutral pH. The sizes of each were not recorded, however the structures are on the 10-100 µm scale. The extended structures along the bottom and right are the copper wire grid used to hold the TEM samples.
Figure 5.20 TEM images of citrate coated Sigma Aldrich nanoparticles at pH 6.6 (A) before irradiation, and (B) after irradiation with 254 nm light for 8.5 hours. Below each image is the respective size distribution in the image.
Figure 5.21 Transient absorption profiles of citrate coated Sigma Aldrich nanoparticles at pH 10.5. (A) Transient absorption signals could be globally fit to a rise and second order decay, showing a ground state bleach at 280 and 320 nm, with an excited state absorption at 340, 345, 350, 360, and 380 nm. The dashed line indicates a transition from linear to logarithmic time scales. (B) The resulting transient spectra at 5 and 600 ps.
Figure 5.22 Transient absorption signals at 350 nm for citrate coated solutions of STREM and Sigma Aldrich nanoparticles at pH 10.5. The signal for the STREM sample shows a significantly slower rise time than Sigma Aldrich. The dashed line indicates a transition from linear to logarithmic time scales.

Figure 5.23 Transient absorption for citrate coated Sigma Aldrich nanoparticles at pH 10.5 and pH 6.4. The neutral solution shows a significantly faster decay process, although both have similar rise kinetics.
Figure 5.24 A comparative summary of studies correlating the diameter and direct band gap of CeO$_2$ nanoparticles. Individual publications on nanoparticles are displayed as colored markers, while observations of the band gap for bulk CeO$_2$ are shown as colored dashed lines, averaging 2.83 eV. The black lines indicate the different models used to describe the relationship between diameter and band gap. The EMA model (solid line) and electrostatic (dotted) lines appear to work in many cases, however there is a subset of nanoparticle observations which are better described by an EMA model with a bulk band gap of 3.3 eV (dot-dashed lines).
Figure 5.25 The relationship between fitted decay lifetimes and the pump power used in different transient absorption experiments. Blue dots are experiments performed at pH 10.5, while red dots indicate experiments at pH 6.4. The bars indicate the confidence range of twice the standard error.

Figure 5.26 Transient absorption signal at 350 nm for citrate coated Sigma Aldrich nanoparticles at pH 10.5 exciting with 0.25 µJ pump pulses at 300 nm, fit with either first order (red) or second order (blue) decay kinetics.
Figure 5.27 A decrease in the decay lifetime was observed for a solution of citrate coated Sigma Aldrich nanoparticles at pH 10.5, which was aged over the course of several hours. (A) The transient absorption signals of the solution collected at 100 minute intervals, shown in lighter shades of blue as the solution ages. (B) The fitted lifetimes are shown as dots, which display a clear trend, although there is significant uncertainty for measurements with long decay lifetimes, where two standard deviations are depicted as vertical bars. The red decay signal and corresponding red dot are from a duplicate sample that was not irradiated during the experiment.
Table 5.1 Fractional factorial design to determine the dependence of the agglomeration rate on concentration of CeO$_2$, Ionic strength, pH, Sonication, and solution age.

<table>
<thead>
<tr>
<th>Sample</th>
<th>[CeO$_2$] / mM</th>
<th>[NaCl] / M</th>
<th>pH</th>
<th>Sonicated / min</th>
<th>Age / hr</th>
<th>Rate / min$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.032</td>
<td>0.014</td>
<td>1.20</td>
<td>0</td>
<td>5</td>
<td>417</td>
</tr>
<tr>
<td>2</td>
<td>0.080</td>
<td>0.014</td>
<td>1.17</td>
<td>0</td>
<td>0</td>
<td>407</td>
</tr>
<tr>
<td>3</td>
<td>0.032</td>
<td>0.027</td>
<td>1.28</td>
<td>0</td>
<td>0</td>
<td>346</td>
</tr>
<tr>
<td>4</td>
<td>0.079</td>
<td>0.027</td>
<td>1.25</td>
<td>0</td>
<td>5</td>
<td>375</td>
</tr>
<tr>
<td>5</td>
<td>0.031</td>
<td>0.040</td>
<td>1.77</td>
<td>0</td>
<td>0</td>
<td>506</td>
</tr>
<tr>
<td>6</td>
<td>0.078</td>
<td>0.040</td>
<td>1.88</td>
<td>0</td>
<td>5</td>
<td>593</td>
</tr>
<tr>
<td>7</td>
<td>0.031</td>
<td>0.052</td>
<td>1.90</td>
<td>0</td>
<td>5</td>
<td>427</td>
</tr>
<tr>
<td>8</td>
<td>0.077</td>
<td>0.052</td>
<td>1.83</td>
<td>0</td>
<td>0</td>
<td>451</td>
</tr>
<tr>
<td>9</td>
<td>0.032</td>
<td>0.014</td>
<td>1.19</td>
<td>10</td>
<td>0</td>
<td>249</td>
</tr>
<tr>
<td>10</td>
<td>0.080</td>
<td>0.014</td>
<td>1.23</td>
<td>10</td>
<td>5</td>
<td>489</td>
</tr>
<tr>
<td>11</td>
<td>0.032</td>
<td>0.027</td>
<td>1.20</td>
<td>10</td>
<td>5</td>
<td>503</td>
</tr>
<tr>
<td>12</td>
<td>0.079</td>
<td>0.027</td>
<td>1.18</td>
<td>10</td>
<td>0</td>
<td>294</td>
</tr>
<tr>
<td>13</td>
<td>0.032</td>
<td>0.040</td>
<td>1.87</td>
<td>10</td>
<td>5</td>
<td>608</td>
</tr>
<tr>
<td>14</td>
<td>0.078</td>
<td>0.040</td>
<td>1.62</td>
<td>10</td>
<td>0</td>
<td>453</td>
</tr>
<tr>
<td>15</td>
<td>0.031</td>
<td>0.052</td>
<td>1.72</td>
<td>10</td>
<td>0</td>
<td>405</td>
</tr>
<tr>
<td>16</td>
<td>0.077</td>
<td>0.052</td>
<td>1.69</td>
<td>10</td>
<td>5</td>
<td>390</td>
</tr>
</tbody>
</table>
REFERENCES


Paun, C.; Safonova, O. V.; Szlachetko, J.; Abdala, P. M.; Nachtegaal, M.; Sa, J.; Kleymenov, E.; Cervellino, A.; Krumeich, F.; van Bokhoven, J. A. Polyhedral


(118) Zhang, Y.-W.; Si, R.; Liao, C.-S.; Yan, C.-H.; Xiao, C.-X.; Kou, Y. Facile Alcohothermal Synthesis, Size-Dependent Ultraviolet Absorption, and Enhanced


CHAPTER 6

CONCLUSION

Excited electronic processes were analyzed for several ruthenium(II) polypyridyl complexes with bipyridine or phenanthroline ligands, a 1,2,3-triazole bridged supramolecular assembly of polypyridyl ruthenium(II) and cobalt(II) complexes, and Cerium Oxide nanoparticles after excitation with UV or visible light. These molecular components show potential for use as water-splitting photocatalysts, and understanding the excited-state phenomena in each system can aid in the development of more effective and efficient photocatalysis in these and other systems.

In Chapter 3, four polypyridyl complexes of the form \([\text{Ru}(\text{bpy})_{3-n}(\text{phen})_n]^{2+}\) (bpy = 2,2'-bipyridine, phen = 1,10-phenanthroline, \(n = 0, 1, 2\) or 3) were analyzed using femtosecond transient absorption spectroscopy. Each complex displays an initial interligand electron-transfer (ILET) process that occurs with a rate faster than \(10^{12}\) s\(^{-1}\), observed as an ultrafast depolarization in time resolved anisotropy measurements. This rapid ILET results in the excited \(^3\text{MLCT}\) state to be distributed statistically across all ligands at 1 ps, confirmed as equivalent contributions from each excited ligand in the magic-angle excited-state absorption (ESA) spectra. Over the next several picoseconds vibrational cooling dissipates excess energy in the complex and ILET rate slows down, becoming an activated process. As thermal barriers in the system begin to be rate limiting, rates of ILET between bpy and phen ligands start to differ, resulting in a Boltzmann distribution of \(^3\text{MLCT}\) states where localization on bpy ligands is slightly more probable than localization on phen. This final distribution, established at times
>100 ps, is observable as contributions of each ligand in the ESA spectra, as well as by
changes in the emission lifetime of the complexes. Using the Eyring-Polanyi equation
and previous estimates of activation barriers of bpy and phen ligands, the rate of ILET in
the thermally equilibrated \(^3\)MLCT state are estimated to be on the time scale of tens of
picoseconds.

The large changes in ILET rate observed for ruthenium complexes over the first
100 ps can help reconcile many of the disagreements in previous studies on the rates of
transfer between ligands. It may also aid in the description of electron transfer process
between metal-polypyridyl complexes and other electron acceptors, as these systems
have been observed to undergo multiphasic electron transfer. Ultimately, an increased
understanding of ILET processes on a single metal complex could be used to direct a
photoexcited electron to a desired ligand, improving the efficiency of electron transfer in
these photosensitized systems, which are typically connected by only one ligand.

One such photosensitized system, discussed in Chapter 4, is the supramolecular
donor-bridge-acceptor complex, \([\text{Ru-Co}]^{8+}\). This multimetal assembly demonstrated an
electron transfer process from an excited ruthenium polypyridyl complex to a central
cobalt tris-phenanthroline complex via a 1,2,3-triazole bridge. The electron transfer
process was deduced from emission of the ruthenium center, which displayed a
biexponential decay with lifetimes of 140 ns and 890 ns, with relative amplitudes of 40%
and 60% respectively. The small amplitude of the short lived component indicates that
the electron transfer process is a minor pathway compared to the phosphorescence of the
\(^3\)MLCT state of ruthenium, which can be explained as a result of either a significant back
electron-transfer process or a preferential localization on non-bridging bpy ligands. In
either case, the low electron transfer efficiency observed would result in a lower overall efficiency of photocatalysis.

The electron transfer process observed for [Ru-Co]^{8+} is unexpectedly slow compared to other systems linking ruthenium and cobalt polypyridyl complexes, especially when considering the 1,2,3-triazole bridge allows for fast electron tunneling via \( \pi \)-conjugated bonds. Modeling the emission decay of [Ru-Co]^{8+} indicates that the electron transfer rate occurs on timescales of hundreds of nanoseconds, which is orders of magnitude too slow to be described as an effect of ILET between ligands on the ruthenium center, which are described in Chapter 3 to occur with timescales of tens of picoseconds. It is proposed that the cause of this slow electron transfer rate is the attachment position of the bridge at the 5-position of the phenanthroline ligand. A previous study by Glazer et al. demonstrated that extending conjugation at the 5-position had almost no effect on the \( ^3 \text{MLCT} \) transition energy or lifetime when compared to modifications to phenanthroline at the 3- or 4-positions, indicating that the beneficial effects of conjugation are particularly limited at the 5-position. This has been confirmed with computational studies, which show that the \( ^3 \text{MLCT} \) state has no electronic density on the 5- or 6- positions of the phenanthroline ligand. Modifying the [Ru-Co]^{8+} complex such that the triazole bridge is attached at the 4-position may drastically increase the electron transfer rates observed.

The photophysics and photochemical changes of citrate coated cerium oxide nanoparticles were analyzed in Chapter 5 using ultrafast transient absorption as well as long term irradiation with a UV-photoreactor. The charge transfer bands for both excited
electrons and holes are significantly blue shifted compared to TiO$_2$ or ZnO$_2$, indicating both charge carriers exist as small polarons that more deeply trapped than in other metal oxides. Time resolved decay kinetics for trapped holes displayed second order recombination kinetics with a lifetime of ~100 ps, even with excitation intensities below 1 photon per nanoparticle. This behavior is strikingly different from recombination in TiO$_2$ nanoparticles, which display first order kinetics under low excitation intensities. The second order nature of recombination is thought to be the result of the highly trapped nature of the electrons and holes in CeO$_2$, which behave as free particles rather than an excitonic pair.

The rate of electron-hole recombination in CeO$_2$ was found to depend on the pH of the solution, where decreasing the pH corresponded with longer recombination times, indicating that trap sites are likely at the surface. At pH below 10, the nanoparticles were also observed to undergo long-lasting reduction of Ce$^{4+}$ to Ce$^{3+}$, presumably accompanied by releasing O$_2$ gas from the lattice structure. In acidic conditions, the Ce$^{3+}$ ions may exit the nanoparticle as aqueous ions; however in neutral and basic pH the reduction is reversible on a timescale of minutes, showing a recovery of the nanoparticle absorption band.

Together, these photophysical investigations offer insight into the mechanisms of electron transfer that affect the overall efficiency of various water-splitting photocatalytic components. Understanding such fundamental processes can aid in the development of new and better photosensitized systems using a mechanistic, theory-driven approach.
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