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Presence of weeds in agricultural fields affects farmers’ economic returns by increasing herbicide input. Application of herbicides traditionally consists of uniform application across fields, even though weed locations can be spatially variable within a field. The concept of spot spraying seeks to reduce farmers’ costs and chemical inputs to the environment by only applying herbicides to infested areas. Current spot spraying technology relies on broad spectral bands with limited ability to differentiate weed species from crops. Hyperspectral remote sensing (many narrow, contiguous spectral bands) has been shown in previous research to successfully distinguish weeds from other vegetation. Hyperspectral sensor technology, however, might not currently be practical for on-tractor applications. The research objectives were to determine (1) the utility of using a limited number of narrow spectral bands as compared to a full set of hyperspectral bands and (2) the relative accuracy of narrow spectral bands compared to wider spectral bands. Answers to these objectives have the potential for improving on-tractor weed detection sensors. Reference data was provided by field observations of 224 weed infested and 304 uninfested locations within two winter wheat fields in Gallatin County, Montana, USA. Airborne hyperspectral data collected concurrently with the reference data provided 6-nm spectral bands that were used in varying combinations and artificially widened to address the research objectives. Band selection was compared using Euclidean, divergence, transformed divergence, and Jefferies-Matusita signature separability measures. Certain three and four narrow band combinations produced accuracies with no statistical difference from the full set of hyperspectral bands (based on kappa statistic analysis, alpha = 0.05). Bands that were artificially widened to 96 nm also showed no statistically significant difference from the use of 6-nm bands for both all bands and select band combinations. Results indicate the potential for bands that can differentiate weed species from crops and that the narrowest spectral bands available might not be necessary for accurate classification. Further research is needed to determine the robustness of this analysis, including whether a single set of spectral bands can be used effectively across multiple crop/weed systems, or whether band selection is site or system specific.
The goal of this research was to explore techniques that may enhance spot spraying technology for weed management. Managing large or damaging weed populations without over-spraying requires a paradigm shift from traditional, uniform application, toward improved methods of spot spraying. The spatial variation of weeds across a field means that application of consistent herbicide levels result in over-spraying to occur in areas with low weed densities (Thorp and Tian, 2004). Remote sensing has the power to help in location of weeds for spot spraying. This research seeks to investigate the use of narrow spectral bands for weed infestation classification.

The introduction of herbicides into an ecosystem can detrimentally affect the overall function of environmental systems (DeNoyelles et al., 1982; Rohr and Crumrine, 2005; Solomon et al., 1996). Patch spraying has the ability to reduce herbicide inputs to the surrounding environment and lower treatment costs by spraying only where weeds are present (Weis et al., 2008). Site specific application of herbicides has been shown to reduce herbicide application by 25% to 100% (Bongiovanni and Lowenberg-Deboer, 2004; Brown and Steckler, 1993; Laursen et al., 2016; Weis et al., 2008). Remote sensing has seen improvement and reduction in cost of GPS, GIS, computers, sensors, and related technology. The largest issue for most agricultural producers is the expense and inaccessibility of technology, with systems costing tens or hundreds of thousands of dollars (Grains Research & Development Corporation, 2010; Kondinin Group, 2013).
Simplification of sensors and computing has the potential to further reduce the cost of technology.

One of the current shortcomings of on-tractor weed sensors is the inability to differentiate between crop and weeds. Systems like the Weedseeker PhD600 look between rows, spraying any vegetation detected against the soil background (Sui et al., 2008), limiting the time of year a system can be effective and crop cover types in which it can be used. Understanding the aspects of weeds’ spectral signatures for precision weed control can improve weed classification and the field of remote sensing as whole.

Large data sets can to be collected and analyzed along with ancillary data to understand what parts of spectral signatures discriminate weeds and crop targets. Airborne platforms can cover a large swath of land, providing high spatial resolution with proper preprocessing, in a short time frame compared to ground-based methods. Flights can be planned for the specific missions taking into account time of day and target areas to control for cloud cover, observation angle, and sun angle. Logistics of planning a flight can make multiple flights expensive and time consuming however. Logistics and inherent drawbacks of airborne platforms, like roll, pitch, and yaw errors and limitations from aviation laws, permitting, fuel capacities, and airfield locations, make flying feasible for data collection but not for extensive monitoring plans like those that agriculture producers would require.

The addition of a hypserspectral sensor to a flight provides higher analytical power. Hyperspectral sensors divide the electromagnetic (EM) spectrum in to many narrow, contiguous spectral bands. Based on the width of these bands, as small as 1.7 nm,
and the spectral range, these sensors can have over 200 bands (Resonon Inc., 2016; Spectral Imaging Ltd., 2014). This high spectral resolution provides the ability to identify portions of the EM spectrum that can be used to differentiate weeds.

The high dimensionality of hyperspectral data, however, means that data reduction is required to remove volume and redundancy for processing and analysis (Su et al., 2014; Sun et al., 2015). Excessive data can cause over classification and collection across a large spectral range can increase the cost of sensor equipment. Improvements in processing time and reduction of storage requirements can be made by reducing data to only the bands necessary while still identifying the target. Knowing the narrow bands that can be used to differentiate weeds can reduce the price of sensors by only collecting data in the necessary range; this reduction of the data is called band selection.

Hyperspectral data was collected in this research to address two questions of the potential for applying narrow spectral bands to weed identification. (1) Can hyperspectral data be reduced to only a few bands and still maintain accuracies found using all bands? (2) How necessary are narrow bands to identification of a target and to what extent can they be widened without negative effects on accuracy? Chapter 3 addresses the first of these questions, while Chapter 4 addresses the second question. Chapter 2 reviews the state of the science with respect to hyperspectral and multispectral weed detection and band selection algorithms. Chapter 5 summarizes the research and proposes future research needed to more fully explore the research questions.
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CHAPTER TWO

LITERATURE REVIEW

Corrections

Radiometric Corrections

Images collected with passive optical sensors rely on the reflection of radiation from objects. This radiation must travel through the Earth’s atmosphere before and after reflecting off an object (Fraser and Kaufman, 1985). Variations in the atmosphere resulting from gases, aerosol, water particles (King et al., 1992), the angle and level of illumination, sensor viewing angle (Andújar et al., 2015; Dozier and Warren, 1982), and sensor noise can affect the data values collected. Changes in these conditions can cause reflectance values to be different for the same target signature and sensor. The data necessary to correct for these variations in reflectance can in many cases be collected and algorithms used to correct the image. Corrections for atmospheric conditions are challenging however, as aerosol particles can vary across space and time, making them hard to model and account for in imagery (Xia et al., 2016). The atmospheric conditions in images collected with scanning sensors may change as data is collected over extended time, causing inconsistent variation across the image (Coppin and Bauer, 1994). Images must be normalized for variations in atmosphere for comparison within and between images.

The correction of images is accomplished through modeling of the atmosphere and applying the estimates of the model to the pixels of the image. The model can be a
simple solar constant (Gueymard, 2004) or more advanced. Flat field correction (FFC) is a common method to correct for non-uniform response (Davidson et al., 2003). FFC can be used in an image to correct for differences in irradiance assumed to be caused by the atmosphere. The correction is based in a uniform, spectrally homogeneous, Lambertian surface known as a flat field. A correction factor is generated for the imagery assuming that any deviance from the expected uniform surface is not related to the spectral properties of the object (Kelcey and Lucieer, 2012). The FFC can be modified to use an area of the image with known spectral properties to correct the rest of the image (Green et al., 1990).

Other methods rely on using a second, already corrected image to correct the first (McCann et al., 2017). This approach normalizes the two images and can be accomplished either through a universal correction for the entire image to be corrected, if it is assumed that atmospheric conditions are constant across the image, or on a localized basis if it is necessary to correct for atmospheric variation within the image to be corrected. This allows a correction method unavailable in one image to be used in another.

**Geometric Corrections**

Geometric corrections are necessary to compare two data sources such as in pixel-based changed detection (Hussain et al., 2013) or locate an image in three dimensional space (Toutin, 2004). Correct geometric registration can solve many geometric errors and is even more important for data extraction of small targets. The selection of the wrong pixel can cause unreliable analysis if targets are only contained in very specific pixels.
The integration of datasets that are not properly geo-located can cause errors (Mouginot et al., 2017).

Increased error can be introduced with higher spatial resolution (Toutin, 2004) as errors are compounded, for example a 0.5-m pixel positively classified as infested with a maximum error of 5 m could be 10 pixels from its true location when compared to actual ground location, causing low user accuracies (Glenn et al., 2005). Inconsistent movement quantified as roll, pitch, and yaw of aircraft as data is collected can vary across the image, casing unknown levels error and bringing into question if pixel locations are correct and if it is feasible to compare between datasets (Aspinall et al., 2002).

**Sensor Platforms for Weed Identification**

The on-tractor platform has little issue with atmospheric and geo-referencing since the sensor is directly above the ground and spraying can occur in real time, making synchronization of weeds maps, true ground locations, and spraying less complicated (Plant, 2001; Senay et al., 1998). On-tractor real time sensing and spraying are major advantages but limit the computing time and sensors size. A sprayer will not have time to spray the weed before the tractor has passed if the process takes too long. The computing unit and sensor must fit on the tractor, limiting the size and weight (Sui et al., 2008). Data collection is also limited with a sensor close to the ground, causing a relatively small field of view (FOV). Sensors therefore must be driven back and forth to collect data (Campbell and Wynne, 2011).

The use of space-borne platform sensors has the advantage of collecting large swaths with limited logistics of flight planning and restrictions from topography or local
government for the end user at a relatively low costs (Röser and von Schönermark, 1996). Excessive platform movement from turbulence or maneuvering is also limited (Lunetta et al., 1991). Space platform sensors do have drawbacks that limit sensing of weed populations in individual fields (Steven, 1993). The drawbacks include reduced spatial resolution, potential for cloud cover on collection dates, inflexibility in mission planning, and issues with speed of delivery.

Airborne platforms share some of the advantages of space-borne platforms while reducing some drawbacks (Röser and von Schönermark, 1996). Airborne platforms can cover large swaths of land in a short time compared to ground based methods (Pradeep K. Goel et al., 2003a). The airborne sensor can be flown closer to the ground, providing the ability for higher spatial resolution and less atmospheric error (Slater and Jackson, 1982). Flights can be planned to target specific times of day and areas, thereby controlling cloud cover, observation angle, and sun angle.

Airborne platforms have drawbacks. Georeferencing the image to actual ground locations can be difficult because roll, pitch, and yaw of the aircraft must be accurately measured and accounted for in the image (Aspinall et al., 2002). Limitations from aviation laws, permitting regulations, fuel capacities, and airfield locations can cause data collection in some areas to not be feasible (Röser and von Schönermark, 1996). Multiple missions increase costs with a premium placed on professional’s time and equipment. Airborne sensors are common for reconnaissance and research data collection for vegetation, and have seen an increased use with unmanned aerial vehicles (UAV) (Berni
et al., 2009; Casbeer et al., 2005; Domingues Franceschini et al., 2017; Kelcey and Lucieer, 2012; Natividade et al., 2017; Torres-Sánchez et al., 2013; Villa et al., 2016).

**Multispectral Weed Sensing**

The variability of multispectral sensors makes them numerous. Multispectral sensors range from government sponsored satellite campaigns like Landsat that can be used to collect regional land use data (Zhang and Weng, 2016) to more common and easily accessible sensors like retrofitted point and shoot cameras, often mounted in UAVs (Fornace et al., 2014). The power of multispectral sensing is in the relatively low cost data and wide availability of sensors. Research requiring examination of spectral signatures with large changes in certain regions of the EM spectrum are common; examples include land cover change (Sankey et al., 2012) and biomass mapping (Roy and Ravan, 1996). Due to the large number of available sensors, using multiple sensors is an option to collected data in regions not covered by a single sensor (Skakun et al., 2017). The ability for multispectral sensors to collect wide bands in the visible and near infrared (NIR), has led to its use in vegetation research like rangeland monitoring (Sankey et al., 2009; Todd et al., 1998) using indexes such as the normalized difference vegetation index (NDVI) that use bands from the visible red and NIR spectrum.

Current UAS technology are capable of using point-and-shoot cameras adapted to be triggered by software for visible spectrum and NIR multispectral sensing (Colomina and Molina, 2014; Goebel et al., 2015). More robust airborne systems are available for use with larger sensors and can be used for forest fires monitoring where safety concerns limit manned flight (Casbeer et al., 2005; Yuan et al., 2015).
The ability to use NIR or visible portions of the spectrum has led to use of multispectral sensing in the search for weeds in various crops including corn (*Zea mays*) (Peña et al., 2013), sunflowers (*Helianthus annuus L.*) (López-Granados et al., 2016), wheat (*Triticum spp.*) (Lamb, 2000; López-Granados et al., 2008), rice (*Oryza sativa*) (Barrero et al., 2016), and soybeans (*Glycine max*) (Gibson et al., 2004; Gray et al., 2008).

Current use of multispectral weed identification suffers from one or both of two shortfalls: spatial resolution and spectral resolution (López-Granados, 2011). The spatial resolution required for sensing of plants is based on the Linear Mixing Model (LMM). The LMM in an agricultural field can be visualized like a checker board where light hits the reflects off weeds, crops, bare soil, roads, or other structures in the field (Gao et al., 2015). Mixing of the spectral response of a pixel occurs because the sensor does not have enough spatial resolution to separate different pure spectral components (Liaghat and Balasundram, 2010). Increasing the spatial resolution can improve differentiation by allowing individual pixels to contain only one class or allow object-based image analysis.

Object-based image analysis allows classification of weed species with limited spectral separation (López-Granados et al., 2016; Peña et al., 2013), however the pattern recognition while accurate can require large amounts of processing time not reasonable on-tractor (Barrero et al., 2016). When plots were experimentally planted in monoculture or predetermined crop/weed mixes, multispectral sensors could classify weed plots and crop plots sided by side (Gibson et al., 2004; Gray et al., 2008). The more complex issue is when the co-occurring vegetation are not separable but a mixture of species, creating a
mixed signature, an issue more prevalent in airborne and space born sensing due to spatial resolution common to these sensors (Kruse et al., 2003; Zhu et al., 2015). Multispectral sensors can lack the spectral resolution to separate crop and weed species when they are mixed within pixels (Lamb, 2000).

**Spectral**

**Plants Spectra**

The spectral signature of all plants are similar due to morphology (Zwiggelaar, 1998). It has been concluded that vegetation canopy reflectance varies with hemispherical reflectance, area, orientation, and transmittance of the leaves in a canopy, along with supporting structure hemispherical reflectance, hemispherical reflectance transmittance, background reflectance, solar zenith angle, viewing angle, and azimuth angle (Colwell, 1974). Plant signatures change as they grow and mature, making timing of image acquisition important to vegetation differentiation. Canopy reflectance changes with sun angle as the proportion of illuminated to shaded vegetation and soil change (Bauer, 1985). The proportions of illuminated and shaded areas visible also change as the viewing angle of the sensor changes. Crop row direction, height, and species affect the role sun angle has on plant spectra (Lord et al., 1988). Image acquisition occurring at the same times of day and year can minimize variability in light and shadow patterns caused by sun angle.

The characteristic spectral properties of plants have high absorption in the visible spectrum caused by chlorophyll for photosynthesis (Chappelle et al., 1992; Mackinney, 1941). The transition from the visible red to the NIR shows an increase in reflectance
termed the red edge (Horler et al., 1983). The NIR portion of the spectrum is reflected by structures within the leaves and stems of plants, creating potential variation in spectral curves for individual plants (Zwiggelaar, 1998). Vegetation indexes like NDVI use the high NIR and lower visible reflectance as inputs. Identifying differences in vegetation for land cover with NDVI is popular (Lamb et al., 1999; Rouse et al., 2010), and NDVI is used as metric for biomass in hard to access areas (Goswami et al., 2015). NDVI however cannot differentiate plant species unless difference in biomass or spectral temporal variations are appropriate indicators of species (Zheng et al., 2015).

**Weed and Crop Spectra**

Co-occurring vegetation, like crop and weed species, make detecting weed populations complex. This phenomenon can be described by a nonlinear mixing model (NLMM), and these mixtures must be considered as individual spectral signatures (Gao et al., 2015). Understanding how the spectral properties of weed and crop mix allow varying spectra to be classified without 100% coverage of the target class (McGwire et al., 2000; Somers et al., 2011).

Articles pertaining to the sensing of weeds are found in the literature as far back as the 1970s, with extensive articles in the 1980s, most early reported research related to the use of aerial photography and the basic spectral properties of weeds (Bauer, 1985; Colwell, 1974; Huete et al., 1985; Knipling, 1970). The sensing of weeds against bare ground, where green vegetation is compared to soil backgrounds, is the simplest form of measurement (Haggar et al., 1983; MacDonald and Hall, 1980). Weeds were identified 90% of the time against soil backgrounds as early as the 1980s using a use a modified
Oxford Precision sprayer with a sensor to detect NIR and red reflectance (Haggar et al., 1983).

Soil spectral properties greatly differ from those of plants (Haggar et al., 1983; Scotford and Miller, 2005), allowing weeds to be identified against a soil background. Classifying weeds in the inter-row spacing or with imagery flown at an altitude such that the young crop species are indistinguishable from the soil background allows weeds to be classified (Lamb et al., 1999). Active sensors for weed identification like the Weedseeker PhD600 are capable of reducing spraying by looking between the crop rows and spraying any detected vegetation against the soil background (Sui et al., 2008). Once crops have grown to a certain size or mixed with weeds, these types of sensors are not able to differentiate the species, causing these techniques to only be useful part of the growing season (Haun, 1973; Nieto et al., 1968; Vanderlip and Reeves, 1972).

The sensing of weeds and distinguishing them from crops must rely on varying spectral properties caused by differences in structure (Zwiggelaar, 1998). Farmers’ planting and spraying calendars, along with the life cycle of the weeds, are deciding factors for when images are collected for spraying purposes. Weeds are more susceptible to spraying at certain life stages (Tidemann et al., 2016), requiring spraying to occur at specific times before which mapping must occur. Real time sensors must also account for changes in detectable limits with different stages of plant growth. Physiological variability can occur in the weed species and co-occurring vegetation throughout sites, making clear spectral signatures for a species unlikely (Lawrence et al., 2006). It is possible that patches of weeds or crops’ spectral signatures will also differ across the
field due to differing levels of competition, available sunlight, soil conditions, and water (Khokhar et al., 2017).

**Hyperspectral Weed Sensing**

Multispectral imagery does not provide enough spectral resolution to resolve narrow absorption and reflection features that might be needed to distinguish some weed species from co-occurring crops (Brown and Noble, 2005; Glenn et al., 2005). Hyperspectral imagery consists of many contiguous narrow spectral bands for high spectral resolution and the ability to isolate small parts of the spectral signature to be compared (Aspinall et al., 2002).

Hyperspectral imagery with the ability to analyze small sections of the EM spectrum has been shown to classify weed species in multiple agricultural settings including cabbage (Brassica oleracea) (Deng et al., 2016), corn (Zea mays) (Goel et al., 2002; Lin et al., 2017; Moshou et al., 2013; Wendel and Underwood, 2016), soybeans (Glycine max) (Goel et al., 2002; Huang et al., 2016), sugar beet (Beta vulgaris) (Okamoto et al., 2007), tomatoes (Solanum lycopersicum) (Staab et al., 2009), and wheat (Triticum spp.) (Herrmann et al., 2013).

Majority of research relating to hyperspectral sensors for weed identification in planted crops has either used ground based stationary or handheld sensors (Deng et al., 2016; Herrmann et al., 2013; Lin et al., 2017; Moshou et al., 2013; Okamoto et al., 2007) with only a limited amount integrated on vehicles with the potential for spot spraying, or airborne sensing (Goel et al., 2002; P. K Goel et al., 2003b, 2003a; Huang et al., 2007). Use of hyperspectral for vegetation indices in crops is more common (Pradeep K. Goel et
al., 2003b; Haboudane et al., 2004; Thenkabail, 2017; Thenkabail et al., 2002, 2000; Yang et al., 2007; Ye et al., 2006). Accuracies as high as 100% were recorded in a laboratory study with a hyperspectral sensor (Deng et al., 2016), however in-lab studies cannot replicated variability introduced by infield conditions (Huang et al., 2016). Hyperspectral imaging requires a combination of high data storage, processing, and relatively expensive sensors systems that result in limited feasibility of their use on tractor (Uto et al., 2016).

Hyperspectral sensing outputs large amounts of data, all of which might not be necessary for classification of targets (Riedmann and Milton, 2003). The high dimensionality of hyperspectral data means that data reduction is often preferred to remove volume and redundancy (Su et al., 2014; Sun et al., 2015). An issue that must be considered with hyperspectral image classification is over classification, as within class variation of spectra contain unnecessary noise that is not related to the spectral properties of the target (Yang et al., 2012).

Methods for optimizing narrow spectral bands has seen progress in recent years as hyperspectral data becomes more economical and computer technology improves. Unsupervised and supervised selection methods are available. Unsupervised methods do not require reference data and are based on evaluation of various statistical measures or clustering quality assessment (Martínez-UsóMartínez-Uso et al., 2007). Supervised selection is based on class separability using reference data that includes spectral information related to the classes of interest (Li et al., 2012; Sugiyama, 2007). The classification of certain plant species would fall under supervised classification where
certain target classes are identified. Options for supervised band selection, from now on referred to as band selection, vary but maintain some similarities.

Hyperspectral data can contain bands that are distinct but not revealing in classification of the target class. These distinct bands need to be removed or they may adversely affect results (Gao et al., 2009). Wavelengths known to be absorbed by atmospheric aerosols and water, or that have low signal to noise ratio (SNR) (Czanner et al., 2015) could potentially overpower the target signal and should be removed based on prior knowledge and research (Du and Yang, 2008).

Once data has been processed, the process of optimization must start with determining the number of bands for which to optimize. This can be done in a number of different ways and can be integrated into models or designated by the analyst. The more complicated the image or relatively similar the targets, the more dimensionality is needed to detect or classify the desired targets (Du and Yang, 2008).

Classes within a hyperspectral image are assumed to contain certain spectral properties that make them distinctive, enabling classification. When the reflectance of these classes are placed in multidimensional space, clusters will form (Jia et al., 2016). This can be visualized in two dimensions as a scatter plot where each axis is a spectral band. Spectral separability is the measurement of the distance between points or clusters of points. The more separation between clusters, the more power those bands will have in differentiating the classes represented by the clusters. The measurement of the distance between spectral clusters is achieved with band selection algorithms, with the difference in algorithms consisting of how this distance is measured.
Current Band Selection Algorithms

Band selection algorithms rely on different methods of calculating statistical separation. Examples of common methods are Euclidean minimum distance, divergence, transform divergence, and Jefferies-Matusita.

Euclidean minimum distance is the simplest method, based on the length of a straight line between the centers of spectral clusters (Davis et al., 1978). Applying this concept in two dimensions it can be visualized as the hypotenuse of a right triangle with corners defined by the centers of clusters of pixels for different classes, and this concept is readily extended to $n$-dimensional space for any number of spectral bands. Euclidean minimum distance has been used for band selection in palm print detection (Guo et al., 2012) and change vector analysis of land cover (Berberoglu and Akin, 2009).

Euclidean distance does not, however, take into account any of the variability within clusters (Davis et al., 1978). Euclidean minimum distance applied to signature clusters calculates separability by averaging the distance for every possible pair of points from each signature cluster (Keshava, 2004). Other methods use a probability density function to measure separability. The greater the common probability of the clusters, the closer to zero the distance measurement, indicating poor separation. The distance measurement is based on the statistical separation of two clusters using the logarithmic likelihood ratio.

Divergence measures the likelihood a classifier will correctly place a measurement in a class defined by each cluster with values constrained to greater than 0 (Chang and Wang, 2006). Divergence has shown to produce band combinations from
AVIRIS data with accuracies above 70% with 4 bands and near 80% accuracy with 6 bands (Huang and He, 2005). A transformation can be performed on the divergence calculation to increase separation, creating values from 0 to 2000 (Davis et al., 1978). The advantage is that the transformation contains a negative exponential function creating a saturating effect. The saturating effect creates an exponential decrease as distance values get smaller, so that, when averaged, a few widely separated values in a cluster no longer make a disproportionate difference in the distance metric. Transform divergence was shown to produce accuracies over 92% for as few as 3 bands in research using HYDICE data reducing 191 bands (Yang et al., 2011).

Jeffries-Matusita measures statistical separability using the distance between density functions and contains a negative exponential to create a saturating effect as well, however it requires one more matrix inversion for each feature combination evaluated (Swain and King, 1973). Jeffries-Matusita values range from 0 to 1414 and requires more computing power than transformed divergence to select bands (Davis et al., 1978). Jeffries-Matusita selecting as few as four bands was shown to produce accuracies above the use of all bands with HYDICE data and correlated heavy with all band classifications of AVIRIS data (Yang et al., 2011).
Band Selection for Vegetation

Vegetation has certain spectral aspects and sections of the EM spectrum are consistently found to differentiate vegetation (Thenkabail et al., 2004). Different vegetation types among 27 salt march species showed statistical separability in different regions of the EM spectrum, regions which shared detectable differences were the bands within the visible and red edge (500 – 750 nm), and in the SWIR near 2000 nm (Schmidt and Skidmore, 2003). Results for looking at hyperspectral data in agricultural field showed benefits from bands in blue (462 nm), red edge (708 and 723 nm), and NIR (1157–1419 nm) (Verrelst et al., 2016). The SWIR region (1300–1900 nm) provided the best bands for classification in research looking at differences of vegetation ecotypes (Chan and Paelinckx, 2008)

New Band Selection Algorithms

Research is currently applying the concept of distance metrics and band selection to optimize the use of hyperspectral data. Methods like ant colony optimization (ACO) (Gao et al., 2015), particle swarm optimization (PSO) (Su et al., 2014), and a machine learning method based on Gaussian processes regression (GPR) (Verrelst et al., 2016) seek to streamline the process of band selection. The trend is integration of selection for the number needed bands and location of those bands in the EM spectrum for classification (Gao et al., 2015; Su et al., 2014; Verrelst et al., 2016).

ACO is a swarm intelligence algorithm that imitates pheromone patterns of ants. As an ant searches for food, it releases a pheromone that other ants are attracted to and follow. Pheromones dissipate as time passes causing longer and less used routes to
receive less traffic. Shorter routes receive more traffic, causing more pheromones to remain and attract ants, and selection by positive feedback. This principal is applied to band selection by plotting all band in space with routes between them. Equations dictate how a pseudo ant decides which route to select and dissipation factor for “pheromones.” The algorithm can be programmed to stop at a predetermined number of iterations or when a designated number of bands have been selected (Gao et al., 2014).

PSO is an evolutionary searching approach, where the solutions are projected as a randomly generated swarm of particles that is repeatedly updated. Each new generation’s particles move based on a criterion function and velocity determined by an equation that takes into account; the particles location, historically best global solution, and previous velocity scaled by inertia weight (Yang et al., 2012). The criterion function is used to reduce computation cost and gauge class separability. PSO integrates the number of bands selected by using one swarm to optimize bands within a second swarm that tries to optimize the number of bands after each iteration of the internal swarm (Su et al., 2014). This provides a streamlined and objective solution to the number of bands selected without analyst bias.

The GPR procedure also includes an automated selection of the optimal number of bands. The GPR uses a Bayesian model to estimate variance and find the most informative band by progressively removing the least contributing band, highest variance, with a regression model. The last band is then added to a subset of band and the subset of bands is reevaluated using the GPR to find the band that has the highest variance and removing it and providing least number of bands.
These individual methods, however, are not yet well established, shown effective in diverse applications, or rigorously compared to established methods discussed above, and further research is needed on their use before they can be embraced. Distance metrics form the base of these methods as criterion functions (Gao et al., 2014). Use of these methods to automate and compare various band selection and classification techniques in research seems promising with accuracies over 90% (Gao et al., 2014; Su et al., 2014; Yang et al., 2012), but increased processing times (Ding et al., 2012; Gao et al., 2015).
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CHAPTER THREE

NARROW SPECTRAL BAND SELECTION FOR PRECISION WEED DETECTION IN AGRICULTURAL FIELDS USING HYPERSPECTRAL REMOTE SENSING

Introduction

Weed identification and mapping can be used to minimize the use of pesticides by providing target areas for treatment. Producers can reduce costs and environmental impacts by treating only the targeted areas where weeds have been identified (Stafford and Miller, 1996). Treating weeds by spraying with pesticides can be accomplished using weed maps created prior to spraying or using real time information generated from on-tractor sensors. On-tractor sensing for real time spraying offers a versatile platform for spot spraying. Not only can weeds be sprayed efficiently, but real time monitoring of weed species in crops can be achieved. An important question to address is what combination of spectral bands works best for a specific combination of crops and weeds, potentially reducing herbicide waste and minimizing environmental impacts.

Continuous narrow spectral bands across the visible and NIR region of the EM spectrum collected by hyperspectral sensors allow the spectral response of each band to be analyzed (Goetz et al., 1985). The ability of hyperspectral sensors to provide spectral information in many narrow spectral bands allows researchers to differentiate species based on differences in internal characteristics of individual plant’s structure and absorption dynamics of canopies created by many plants across space (Huete et al., 1985; Knipling, 1970; Lord et al., 1988; Marchant and Onyango, 2002). The continuous narrow
spectral bands of hyperspectral sensors give a more representative view of the spectral response than broader segregated bands associated with multispectral sensors. Increased information, however, related to the increased number of spectral bands associated with hyperspectral imagers must be weighed against the cost and complexity of data analysis.

Hyperspectral sensors have been used to locate and classify weed species. Aerial monitoring of noxious weeds has allowed researchers to identity weed locations against similar native background vegetation. Chinese bushclover (*Lespedeza cuneata L*.), for example, was mapped in pasture lands of Missouri with an accuracy of 89% (Wang et al., 2008). Leafy spurge (*Euphorbia esula*) was classified in southern Montana with an overall accuracy of 86% and spotted knapweed (*Centaurea maculosa*) classified with 84% overall accuracy (Lawrence et al., 2006). Cabbage (*Brassica oleracea*) against a background of 5 weeds was correctly classified 100% of the time (Deng et al., 2016). Spotted knapweed was identified in southern Montana at 95% to 99% correct classification with coverages as low as five to ten plants per 5x5-m pixel (Lass et al., 2002).

Spectral irradiance collected by ground based sensors is less affected by atmospheric conditions such as water vapor or aerosols than aerial based sensors (King et al., 1992) because of the shorter optical path length from the target to the sensor. Aerosol loading and molecular species concentrations vary both spatially and temporally, making the exact makeup of the atmosphere at the time of sensing difficult to determine (Xia et al., 2016). Hyperspectral sensors therefore have also been applied to ground-based sensing systems where real time sensors would be used to detect weeds and trigger
a spraying mechanism. Ground based systems have the advantage of requiring minimal atmospheric corrections compared to flight-based sensors but must be mounted on vehicles to cover larger areas.

A stationary ground-based hyperspectral sensor placed in a wheat field showed an overall accuracy as high as 90% for identifying weeds (Herrmann et al., 2013). In a comparison of various machine learning techniques using hyperspectral data collected with a ground vehicle mounted sensor recognition in corn (Zea mays) of creeping buttercup (Ranunculus repens), Canada thistle (Cirsium arvense), wild mustard (Sinapis arvensis), chickweed (Stellaria media), common dandelion (Taraxacum officinale), annual bluegrass (Poa annua), lady’s thumb (Polygonum persicaria), common nettle (Urtica dioica), common yellow woodsorrel (Oxalis europaea), and black medick (Medicago lupulina) were located with accuracies as high as 94% (Pantazi et al., 2016). Classification of caltrop (Tribulus terrestris), curly dock (Rumex crispus), red dock (Rumex sanguineus), and barnyardgrass (Echinochloa crusgalli) in corn with a ground based hyperspectral sensor reached accuracies over 95% (Wendel and Underwood, 2016). The classification accuracies of wild buckwheat (Fallopia convolvulus), field horsetail (Equisetum arvense), green foxtail (Setaria viridis), and common chickweed (Stellaria media) in a field of sugar beets ranged between 74.7% and 97.3% accuracies using a stationary overhead hyperspectral sensors (Okamoto et al., 2007).

On-tractor sensors rarely use hyperspectral data due to the high cost of the sensors and the difficulty in processing the large amounts of data associated with hyperspectral imagers. Current commercial spot spraying sensors rely on multispectral bands centered
in the visible and NIR spectral region (Holland Scientific, 2017; NTech Industries, Inc., 2017; Topcon Positioning Systems, Inc., 2017). Spot spraying systems using these limited spectral bands are used in fallow fields, between rows, or in pre-emergent crops where any vegetation detected using the characteristic red edge signal (Horler et al., 1983) associated with vegetation is assumed to be weeds, drastically limiting the flexibility and usefulness of the spot spraying systems.

An accurate sensor for on-tractor weed detection needs to maintain some of spectral fidelity of the hyperspectral imager to differentiate between weeds and crops but must maintain the cost competitiveness and simplicity of the multispectral imager. The question arises how to reduce the number of narrow spectral bands found in hyperspectral technology and to produce a simple multispectral sensor capable of on-tractor weed detection. The high dimensionality of hyperspectral data means that spectral channels contain redundant information and therefore potential for removing bands without deteriorating the classification power (Su et al., 2014; Sun et al., 2015). The data contained in a single band is directly correlated to the bands immediately around it, and removal of bands might not remove substantial information. Narrow spectral bands could be applied to current on-tractor sensors to improve in crop spot spraying once specific bands are known to differentiate weed species from a crop. A known target can be used to remove bands that do not add new information, reducing required processing power and speeding up classification.

Proprietary software packages (e.g. ERDAS Imagine, Harris Geospatial ENVI) contain options for band selection using distance metrics for measuring spectral
separability. Distance metrics place the spectral responses of interest in multidimensional space with each band on an axis (Davis et al., 1978). The distance metrics compute the distance among spectral responses for various numbers of band combinations, providing a reference for comparing the similarity of two signatures. A particular crop spectral response and weed spectral response, for example, can be compared across all possible three band combinations to determine which three band combination provides the greatest distance between the two spectra.

A common and simple approach to determining spectral differences is Euclidean minimum distance, a measurement of the shortest distance between points representing spectral responses in one band of the spectra (Davis et al., 1978). Applying this concept in two dimensions it can be visualized as the hypotenuse of a triangle, and this concept is readily extended to \( n \)-dimensional space for any number of spectral bands.

Methods like divergence, transformed divergence, and Jeffries-Matusita exist for measuring the distance between groups of points, or clusters (Davis et al., 1978). The divergence, transformed divergence, and Jeffries-Matusita are normalized distance measures accounting for in-group variability when calculating distance.

Divergence measures the likelihood a classifier will correctly place a measurement in a class defined by each cluster (Davis et al., 1978). The distance measurement is based on the statistical separation of two clusters using the logarithmic likelihood ratio \( (L'_{ji}) \) and values constrained to greater than 0 (Equation 1). The more similar the probability density function of the clusters, the closer to zero the distance
measurement, indicating poor separation. To calculate divergence a mean vector $U_i$ and covariance matrix $\Sigma_i$ are used to express divergence with no integrals (Equation 2).

$$D_{ij} = E[L'_{ij}(X)|\omega_i] + E[L'_{ji}(X)|\omega_j]$$

where

$$E[L'_{ij}(X)|\omega_i] = \int_x L'_{ij}(X)p(X|\omega_j)dx$$

and

$$E[L'_{ij}(X)|\omega_i] = \int_x L'_{ij}(X)p(X|\omega_j)dx$$

Equation 3.1. Divergence defined in terms of the logarithmic likelihood ratio.

$$D_{ij} = \frac{1}{2} tr[(\Sigma_i - \Sigma_j)(\Sigma_j^{-1} - \Sigma_i^{-1})] + \frac{1}{2} tr[(\Sigma_i^{-1} + \Sigma_j^{-1})(U_i - U_j)(U_i - U_j)^T]$$

Equation 3.2. Divergence defined in terms of means and covariance using no integrals.

A transformation can be performed on the divergence calculation to increase separation (Equation 3), creating values from 0 to 2000 (Davis et al., 1978). The advantage is that the transformation contains a negative exponential function creating a saturating effect. The saturating effect creates an exponential decrease as distance values get smaller, so that, when averaged, a few widely separated outlier values in a cluster no longer make a disproportionate difference in the distance metric.

$$D_{ij}^T = 2[1 - \exp(D_{ij}/8)]$$

Equation 3.3. Transform divergence equation using divergence value
Jeffries-Matusita measures statistical separability using the distance between density functions and contains a negative exponential to create a saturating effect as well (Equation 4) (Davis et al., 1978). Jeffries-Matusita values range from 0 to 1414 and is one of the most complicated to calculate, requiring more computing power than transformed divergence to select bands.

\[ J_{ij} = \left[ 2(1 - e^{-\alpha}) \right]^{1/2} \]

where

\[ \alpha = \frac{1}{8} \left( U_i - U_j \right)^T \left( \frac{\Sigma_i + \Sigma_j}{2} \right)^{-1} \left( U_i - U_j \right) + \frac{1}{2} \log_e \left[ \left| \frac{(\Sigma_i + \Sigma_j)/2}{\Sigma_i \ast \Sigma_j} \right|^{1/2} \right] \]

Equation 3.4. Jefferies-Matusita Equation

The more complicated the image or relatively similar the target is to the background, the more information is needed to detect or classify targets. The spectral signatures of crops and weeds are very similar. More information can be achieved by adding more and more bands if the number of bands is not limited (Du and Yang, 2008). It is important that selection of bands not replicate information if the number of bands is limited to only a few. Narrow spectral bands could potentially differentiate between crops and weeds based on a few specific morphological differences (Zwiggelaar, 1998).

The covariance of bands is calculated before adding additional bands for multiple band separability, to not duplicate information from band to band. Each of the four distance metrics are calculated differently, resulting in various band combinations for
identifying the same target and require comparison to determine which performs best in practice.

Performance of the selected band combinations can be evaluated by conducting image classifications and comparing the output overall accuracies to the full, non-reduced set of spectral bands. Many classification algorithms are available (e.g. C5.0, support vector machines (with either linear, polynomial, or radial kernels), random forest, neural networks, and linear discriminant analysis (a maximum likelihood classifier) (Bandos et al., 2009; Lawrence, 2004; Maggiori et al., 2017)). We tested and compared algorithms using sets of training and validation data. Random forest consistently produced comparatively high accuracies for separation of weeds and crops. Random forest generates multiple classification trees. A portion of data, the bagged data, is used to create a predictor function and the error of the prediction function is generated using data not within the bag. Averaging the error estimates for each prediction of the out of bag data is used to estimate the error of the classification. This allows all the data collected to be used for training, which with a small sample size has the potential to improve accuracy. Random forest outputs the internally estimated out-of-bag error that can be used as an accuracy metric, provided the data are not biased (i.e., if there is bias in the data, out-of-bag accuracy cannot detect errors not represented in the data) (Breiman, 1996, 2001; Lawrence, 2004). The use of out-of-bag accuracy is unavailable in other classification techniques, making random forest the best option.

We evaluated whether it might be possible to select a small number of bands from hyperspectral data while maintaining accuracies that can be achieved when using the
entire data set. A successful result would enable the use of sensors similar in design to those currently employed, with only alteration in filter bands and classification algorithms. The research focuses on broadleaf weed species within spring wheat, however the workflow could be applied to any cropping system with minor adjustments.

Methods

Location

The study site included two agricultural fields southwest of Bozeman, Montana at approximately 1675 m above sea level, in the north foothills of the Gallatin Range (Figure 3.1). Both fields were planted with winter wheat in 2015 in a mix of clay and silt loam soils, formed on well drained stream terraces and harvested in August of 2016. Based on 2017 U.S. climate data the Bozeman area receives approximately 41 cm of rain a year with highest average rain falls being concentrated in the spring and early summer months of April, May, and June. Based on averages from 1981 through 2010, the frost free growing season is late May to middle of September, just over 100 days. The weed infested areas were dominated by broadleaf weeds; Canada thistle (*Cirsium arvense*), prickly lettuce (*Lactuca serriola*), and bedstraw (*Galium aparine*). No grass weed locations large enough to be mapped from the air were found.
Figure 3.1. Research fields 15 km southwest of Bozeman, Montana where flights to collect hyperspectral data were conducted on June 2, 2016. Fields shown in false color infrared and data collection points in green. Center of field were removed due to a lack of data in these areas for analysis.
Reference Data

Weed locations were selected due to the requirements for visibility from the air. These weed locations had to be large enough that 0.5-m pixels would contain weeds. Roll, pitch, and yaw caused uncertainty in geolocation error of individual pixels during the aerial survey, requiring tarps be placed as reference to locate the weed locations in the image. Locations large enough to be selected were found within the wheat field 50 m or less from the field edges, concentrating data collection and analysis to this area.

Locations were visually selected as having at least a 2x2-m area of more than 75% weed coverage for infested locations (hereafter referred to as infested) (Figure 3.2a) and 2x2-m area free of weeds for uninfested locations (hereafter referred to as uninfested) 2b (Figure 3.2b). Locations corresponded to 224 infested and 184 uninfested pixels in the collected imagery, after initial analysis 30 uninfested locations or 120 pixels within the image were added to the training data. The added uninfested locations were selected based on firsthand knowledge of the field. Blue tarps were centered among infested and uninfested locations (Figure 3.2c) with each tarp identifying two infested and two uninfested locations. Tarp center points were the reference for field data collection. The infested and uninfested locations were documented as a distance and azimuth from tarp center (Figure 3.3) and marked with an orange flag. The azimuth was taken with a Lietz pocket transit in degrees from north from the tarp center.
Figure 3.2. a) Infested area with high weed ground cover for which infested data was collected is seen in the foreground and beyond the tarp with red circles. b) Uninfested area free of weeds for which data was collected is to the left of the image in green circles. c) Tarp placed in field to locate data points on hyperspectral data. Blue tarps also provided reference for atmospheric correction.

Figure 3.3. Distance and azimuth recorded for each infested and uninfested locations from the tarp center point. Field data allowed specific pixels to be selected as infested and un-infested signatures in the image for analysis.
Image Collection

A Pika II imaging spectrometer (Resonon, Inc., Bozeman, MT, USA) was flown at approximately 800 m above the ground on June 2nd, 2016, collecting 0.5-m resolution hyperspectral data. The flight date was selected to minimize shifting light conditions and coincided with the farmer’s weed spraying schedule. Flight paths were planned to collect swaths that overlapped 50%, allowing common ground control points to be identified. The Pika collects 80 spectral bands with 6.39-nm spectral resolution from 425–925 nm. The imaging spectrometer was calibrated in the factory at the time of manufacture.

Processing

Data from the spectrometer was post processed as outlined by McCann et al. (2017), using data collected by the global positioning system and internal navigation system. Swaths were radiometrically normalized using areas contained in both swaths to smooth irradiance values. Each swath was georeferenced to a 2015 NAIP image of the area, projected, and mosaicked to create a single image for each field. The internal regions of the field were removed for analysis.

Three separate atmospheric corrections were performed on the images. ASTM was a model correction based on industry standard ASTM G173-03. This model simulated a basic arbitrary air mass using bands near 760 and 820 nm. The air mass was selected to minimize the O₂ absorption features and calculate a ground level solar irradiance (McCann et al., 2017).

The second method used field-based spectra of tarps as reference for atmospheric correction. Tarp spectral responses were collected with a FieldSpec Pro spectrometer
Tarp pixels collected by the Pika and irradiance of the tarps from the FieldSpec were compared for each wavelength. An atmospheric correction was applied to the image using the Modified Flat Field Correction (MFFC) technique (Seibert et al., 1998).

The final atmospheric correction method was Landsat based, using Landsat surface reflectance (LaSRC) as a reference target for the hyperspectral data (McCann et al., 2017). A linear model was used to radiometrically correct the hyperspectral image with the Landsat surface reflectance data. Both images where resampled to a common spatial resolution using bicubic interpolation. The hyperspectral data was spectrally resampled to directly correspond to the Landsat bands. The LaSRC and hyperspectral data was compared on a pixel-by-pixel basis, using a linear model to minimize the difference between the spectral curves of each data set. The correction values calculated by the linear model to best match the hyperspectral data to the LaSRC data were then resampled back to the hyperspectral data spatial resolution and applied to the hyperspectral data as a linear global spectral correction.

**Spectral Extraction and Analysis**

The four pixels closest to infested or uninfested points were selected and spectral signatures extracted. The 224 infested and 304 uninfested spectra samples from each of the 528 identified pixels were merged to represent one infested and one uninfested spectra. These merged spectra potentially masked spectral variability within each class, but was appropriate for the purpose of the analysis, which intended to distinguish infested from uninfested locations as a two class problem.
A total of 27 datasets (each dataset consisting of a different configuration of band combinations) were tested in the analysis. Classification using all 80 bands for each of the three atmospheric corrections gave the baseline of expected accuracy. The infested and uninfested signatures were compared using four signature separability measures; Euclidean, divergence, transformed divergence, and Jefferies-Matusita. Separability measures were used to find expected three and four band optimal combinations since most current multispectral sensors that could be modified with filters use three or four bands, creating 12 three band and 12 four band combinations, one combination for each atmospherically corrected image method using the four separability measures. With the addition of the three all 80 bands combinations 27 datasets were used.

Each of the 27 datasets was classified using the random forest algorithm. The entire dataset was used for training in each of the 27 cases, and accuracies were assessed using out-of-bag error estimations (Breiman, 2001). Comparisons were made based on overall accuracy (i.e., pixels correctly classified divided by total pixels analyzed). Statistical significance between classifications were based on comparisons of kappa statistics at an alpha of 0.05. Output maps were also visually compared for correspondence with field observations (i.e., were weeds being predicted where they were known to be present?).
Results

The ASD spectra for both infested and uninfested locations show similarities (Figure 3.4). The green area of the spectrum and the majority of the NIR is higher for the infested locations. The areas of the highest variability in the NIR are notably above 1000 nm which is not covered by our aerial sensor.

Comparing the three 80 band overall accuracy results, the highest was the MFFC corrected image with an estimated overall accuracy of 77% (Table 3.1). The ASTM and LaSRC 80 band classifications had similar results at 74-75% estimated overall accuracy.

Figure 3.4 Average spectral curves of the 15 infested and 15 uninfested locations collected with the ASD ground based sensor.
Table 3.1. Classification overall estimated accuracy results. Each row represents an individual optimization method performed. Each column represents the method for atmospheric correction. Kappa statistics were calculated from each confusion matrix output by random forest. Results indicated with * vary statistically from the 80 band kappa results (alpha = 0.05).

<table>
<thead>
<tr>
<th>Estimated Accuracy Results</th>
<th>Kappa Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 Bands</td>
<td>3 Bands</td>
</tr>
<tr>
<td>ASTM</td>
<td>ASTM</td>
</tr>
<tr>
<td>LaSRC</td>
<td>LaSRC</td>
</tr>
<tr>
<td>MFFC</td>
<td>MFFC</td>
</tr>
<tr>
<td>Transform Divergence</td>
<td>Transform Divergence</td>
</tr>
<tr>
<td>71.2%</td>
<td>0.421</td>
</tr>
<tr>
<td>64.9%</td>
<td>0.295*</td>
</tr>
<tr>
<td>70.2%</td>
<td>0.399</td>
</tr>
<tr>
<td>Jeffries-Matusita</td>
<td>Jeffries-Matusita</td>
</tr>
<tr>
<td>68.6%</td>
<td>0.370</td>
</tr>
<tr>
<td>68.1%</td>
<td>0.359</td>
</tr>
<tr>
<td>73.3%</td>
<td>0.464</td>
</tr>
<tr>
<td>Divergence</td>
<td>Divergence</td>
</tr>
<tr>
<td>70.2%</td>
<td>0.398</td>
</tr>
<tr>
<td>56.5%</td>
<td>0.125*</td>
</tr>
<tr>
<td>67.0%</td>
<td>0.338*</td>
</tr>
<tr>
<td>Euclidean</td>
<td>Euclidean</td>
</tr>
<tr>
<td>54.5%</td>
<td>0.083*</td>
</tr>
<tr>
<td>70.2%</td>
<td>0.396</td>
</tr>
<tr>
<td>62.8%</td>
<td>0.254*</td>
</tr>
<tr>
<td>4 Bands</td>
<td>4 Bands</td>
</tr>
<tr>
<td>Transform Divergence</td>
<td>Transform Divergence</td>
</tr>
<tr>
<td>73.8%</td>
<td>0.473</td>
</tr>
<tr>
<td>70.2%</td>
<td>0.402</td>
</tr>
<tr>
<td>70.2%</td>
<td>0.400</td>
</tr>
<tr>
<td>Jeffries-Matusita</td>
<td>Jeffries-Matusita</td>
</tr>
<tr>
<td>64.9%</td>
<td>0.295*</td>
</tr>
<tr>
<td>73.8%</td>
<td>0.474</td>
</tr>
<tr>
<td>71.2%</td>
<td>0.421</td>
</tr>
<tr>
<td>Divergence</td>
<td>Divergence</td>
</tr>
<tr>
<td>69.6%</td>
<td>0.389</td>
</tr>
<tr>
<td>59.7%</td>
<td>0.194*</td>
</tr>
<tr>
<td>64.9%</td>
<td>0.296*</td>
</tr>
<tr>
<td>Euclidean</td>
<td>Euclidean</td>
</tr>
<tr>
<td>57.6%</td>
<td>0.144*</td>
</tr>
<tr>
<td>70.2%</td>
<td>0.397</td>
</tr>
<tr>
<td>63.9%</td>
<td>0.274*</td>
</tr>
<tr>
<td>All Bands</td>
<td>All Bands</td>
</tr>
<tr>
<td>All Bands</td>
<td>All Bands</td>
</tr>
<tr>
<td>74.4%</td>
<td>0.49</td>
</tr>
<tr>
<td>75.4%</td>
<td>0.50</td>
</tr>
<tr>
<td>77.0%</td>
<td>0.54</td>
</tr>
</tbody>
</table>
Atmospheric Correction Results

Averaged results by atmospheric correction technique (Table 3.2) were 66%, 67%, and 68% for ASTM, LaSRC, and MFFC, respectively. The MFFC corrected image was marginally higher on average than the LaSRC and ASTM correction. MFFC also was higher in each case when averaged separately for both three and four bands. LaSRC, however, displayed greater variability in results; when averaged for all band combinations it was the second highest, but it resulted in the lowest three band average and the highest four band average. The ASTM correction was the lowest combined average but was consistent between 3 and 4 bands.

Table 3.2. Average 3 and 4 band estimated accuracy for each atmospheric processing technique.

<table>
<thead>
<tr>
<th>Correction Average</th>
<th>ASTM</th>
<th>LaSRC</th>
<th>MFFC</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 Band</td>
<td>66.11%</td>
<td>64.92%</td>
<td>68.32%</td>
</tr>
<tr>
<td>4 Band</td>
<td>66.49%</td>
<td>68.46%</td>
<td>67.54%</td>
</tr>
<tr>
<td>Combined</td>
<td>66.30%</td>
<td>66.69%</td>
<td>67.93%</td>
</tr>
</tbody>
</table>

Band Selection Methods Results

Averaging the results based on band selection technique (Table 3.3), the results show two groups. The higher group contains transformed divergence and Jefferies-Matusita, both with averages approximating 70%, regardless of number of bands analyzed. Transformed divergence and Jefferies-Matusita each contain one band combination result with a statistically significantly lower kappa statistic than the 80 band results; the transformed divergence with three bands using LaSRC correction had an
overall estimated accuracy of 65%, and four band Jefferies-Matusita an estimated accuracy of 65% when used with the ASTM correction.

Table 3.3. Averages for 3 band, 4 band, and combination of both 3 and 4 band for the band selection techniques.

<table>
<thead>
<tr>
<th>Optimization Average</th>
<th>3 Band Average</th>
<th>4 Band Average</th>
<th>Combined Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transform Divergence</td>
<td>68.76%</td>
<td>71.38%</td>
<td>70.07%</td>
</tr>
<tr>
<td>Jeffries-Matusita</td>
<td>69.98%</td>
<td>69.98%</td>
<td>69.98%</td>
</tr>
<tr>
<td>Divergence</td>
<td>64.57%</td>
<td>64.75%</td>
<td>64.66%</td>
</tr>
<tr>
<td>Euclidean</td>
<td>62.50%</td>
<td>63.87%</td>
<td>63.19%</td>
</tr>
</tbody>
</table>

Transformed divergence and Jeffries-Matusita both outperformed divergence and Euclidean band selection, which had combined overall estimated accuracy averages of 65% and 63%, respectively. Euclidean and divergence had consistently statistically significantly lower kappa statistics for all correction methods, with results more than 5% lower than transformed divergence and Jeffries-Matusita. Euclidean and divergence band selection techniques each showed two band combinations with no statistically detectable change in estimated accuracy compared to 80 bands (Table 3.1). Divergence performed best with the ASTM correction, with both 3 and 4 bands estimated accuracy of 70%. Euclidean showed the best results when used with the LaSRC correction with 70% estimated accuracy for both 3 and 4 bands. Both Euclidean and divergence showed low estimated accuracy results with the MFFC correction.
Band Reduction Results

Overall estimated accuracy results were lower for 3-band combinations than for all 80 bands (Figure 3.4). Seven three-band combinations, however, resulted in kappa statistics that were not statistically significantly lower than the 80 band datasets, with accuracies ranging from 68% to 73%. These seven results included two transformed divergence combinations, three Jefferies-Matusita combinations, one Euclidean combination, and one divergence combination. The highest result was Jefferies-Matusita with the MFFC correction, which showed an estimated accuracy 3.7% lower than using all 80 bands.

Figure 3.5. Comparison of 3 band results grouped by band selection method compared to 80 band results. Red stars indicate results with kappa statistics not significantly lower from the use of all 80 bands.
Comparing four band combinations to results from all 80 bands, five of the four band combinations show a detectable reduction in estimated accuracy (Figure 3.5). Seven of the 12 iterations with four bands showed kappa statistics without a detectable reduction from 80 bands accuracies. The results where a reduction in estimated accuracy was not detected ranged from 70 to 74%; including three transform divergence combinations, two Jefferies-Matusita combinations, one divergence combination, and one Euclidean combination. The highest result with four bands was transform divergence with the ASTM correction, 0.6% lower than using all 80 bands.

Figure 3.6. Comparison of 4 band results broken grouped by band selection method. Red stars indicate results with kappas not significantly lower from the use of all 80 bands.
Three and four band results had an average difference of 1%. The least consistent atmospheric correction technique was the LaSRC correction with the highest and lowest averages overall (Figure 3.6), the LaSRC four band average is five percent higher than the three band average. The MFFC and ASTM correction are more consistent with no statistical difference detected between three and four band results. By band selection technique there is no detected statistical difference in results between three and four bands within each band selection technique (Figure 3.7).

Figure 3.7. Comparison of 3 band and 4 band classification accuracies grouped by processing method.
Map Results

Each random forest iteration output a map of estimated weed locations. The weed map output by all 80 bands using the highest estimated accuracy results, MFFC correction, estimated 38%, or 150,042 pixels of 394,458 pixels, of the west field was infested (Figure 3.8a), and 49%, 197,132 pixels of 404,630 pixels, of the east field being infested (Figure 3.8b). The highest estimated accuracy three band classification, Jeffries-Matusita with MFFC, estimated 25%, or 99,295 pixels of 394,458 pixels, of the west field infested (Figure 3.8c), and 46%, or 184,545 pixels of 404,630 pixels, of the east field infested (Figure 3.8d). The best 4-band classification, Jeffries-Matusita with the LaSRC correction, estimated 42%, or 167,067 pixels of 394,458 pixels, of the west field (Figure 3.8e) and 44%, or 178,364 pixels of 404,630 pixels, of the east field (Figure 3.8f) was infested with weeds.
Figure 3.9. Estimated weed map using all bands (a and b), 3 band Jefferies-Matusita (c and d), and 4 band transform divergence (e and f). Colored pixels are classified as infested pixels.
Discussion

Selecting an overall top method for weed locations appropriate for management is not straightforward based on the results above. The results are highly variable based on band selection method and atmospheric correction, making it hard to determine if differences in results represent estimated accuracy of band combinations or variation as an artifact of processing. The reduced band combinations generally are lower than using all 80 bands, however, approximately half the time three or four bands could achieve results with no statistically significant difference in kappa statistics from the use of all bands.

Looking at output weed maps, patterns indicate that some variation in wheat may be affecting results. The percent weed cover estimated is higher than expected in a managed field, supporting the idea that wheat is being identified as a weed. Sampling across various wheat conditions to create various wheat spectra might be necessary in further research.

Atmospheric Correction

Variation in results across atmospheric correction are small until three and four band averages are examined separately. The LaSRC processing showed a large variation, with the highest and lowest recorded results. Both the MFFC and ASTM results demonstrated stability when changing between three and four bands, with MFFC highest on average.

The LaSRC correction technique is a new method that holds some potential as a tool. It does not require placing in-field targets like the MFFC. This could be important if
data collection did not include viable spectral targets and further time could not be allocated to spectral correction targets.

LaSRC had multiple issues with its use; imagery collection is not flexible and cannot be changed for mission requirements. The Landsat image used in this case was collected the day before the hyperspectral flight. The difference between the LaSRC and hyperspectral image could be very high due to cloudy conditions on the flight date, leading to varying results. It was fortuitous to have LaSRC coverage so close to the flight date, but it is possible that this will not happen every time narrow spectral bands need to be determined. Consistency in atmospheric conditions between the LaSRC and hyperspectral image cannot be guaranteed. LaSRC contains error introduced in the processing of Landsat data unknown to the end user (McCann et al., 2017).

The results from the LaSRC correction were either very accurate, the best result found, or very inaccurate, the worst result found. This inconsistency leaves the question of results being band combination related or an artifact of processing. Accuracies might change when placed on-tractor, making the band combination a poor choice.

The ASTM based correction method is a generic correction technique. The model could be customized to the location of interest with further ancillary data, but the data might not be available, limiting its use. It also produced the most inaccurate results, with all bands and the lowest average estimated accuracy of reduced optimal bands.

The MFFC shows a few benefits when taking into account the requirements of weed spraying. The MFFC has the highest estimated accuracy with all 80 bands, leaving a better chance of higher results with band reduction. The MFFC calculation corrects the
pixels based on actual conditions at the moment the data was collected, most representing a ground-based sensor. The other correction techniques do not have this customized approach to data collection.

The estimated accuracy and stability of the MFFC indicates it as the best overall atmospheric correction for these fields. The MFFC provides more flexible mission planning at the cost of more field work. The LaSRC correction could provide a better but inconsistent result than the ASTM correction in case of loss of MFFC capability.

Optimization Technique

Band selection based on transformed divergence and Jeffries-Matusita were tied for optimal bands across all correction methods and in this case the increased required processing power for Jeffries-Matusita did not slow analysis. Both Euclidean and divergence showed overall relatively poor results, with one-third of the results showing undetectable differences in estimated accuracy from use of all 80 bands.

Euclidean and divergence consistently performed poorly with MFFC, the best overall atmospheric correction method. Transform divergence and Jeffries-Matusita worked well in all cases with MFFC. The result for MFFC with a Jeffries-Matusita band selection were among some of the highest accuracies, 73% for 3 bands and 71% for 4 bands. Transformed divergence band selection with MFFC had 70% estimated accuracy for both 3 and 4 bands.

Jeffries-Matusita had the overall highest average estimated accuracy with 3 bands, and transform divergence was the highest average estimated accuracy with 4 bands. Transform divergence and Jeffries-Matusita provide accuracies at least above 85% in
other research selecting optimal bands and classifying targets and in most cases above 95% with various classification algorithms (Riedmann and Milton, 2003; Su et al., 2014; Yang et al., 2011).

**Conclusion**

The band combinations from transform divergence and Jeffries-Matusita band selection methods, when run on an image corrected using ground based spectral data, showed results similar to use of all 80 bands. The selection of bands played an important role in the estimated accuracies, while some band combinations showed no statistically significant reduction in accuracies some bands did show a significant loss. This possibility of poor accuracies from band combinations means that the usefulness of any band combination must be measured in multiple fields before wider use, but the accuracies associated with hyperspectral sensors can be attained with only a few bands. This has the ability to revolutionize the multispectral sensors used for on-tractor spot spraying, potentially enabling results comparable to the high classification accuracies seen in historical studies of weed mapping with hyperspectral data. The accuracy of our results did not match the level of infestation expected in the output weed maps, an indication that our results may not be applicable to areas outside our data collection. The next step is to test the robustness of these results across other fields and settings with additional data.


Spectral resolution, including the number and spectral width of bands, is one of the key characteristics distinguishing imaging sensors from each other. Relatively wider bands might not have sufficient spectral resolution for differentiation of similar targets, such as the ability to detect narrow absorption features present in one target but absent in another. Narrow bands have shown the ability to differentiate similar targets in different settings and could be applied to current technology to improve accuracies of similar target classes. There appears to be no universally accepted definition, but hyperspectral data tends to refer to narrow, continuous bands and multispectral tends to refer to broad, discrete band sensors (Lillesand et al., 2014). Narrow bands tend to be more expensive due to the high cost of hyperspectral sensors and required processing (Du and Yang, 2008). Broad bands are more common due to the relatively cheaper sensors and lower data processing requirements. The cost of narrow spectral bands from hyperspectral sensors is not warranted if narrow bands do not provide an increase in accuracy, however if narrow bands do improve accuracies then implementation of narrow spectral filters on existing technology might improve sensor accuracy and justify increased costs.

Hyperspectral sensors allow narrow sections of spectral responses to be analyzed using continues narrow bands across a portion of the EM spectrum (Goetz et al., 1985).
Hyperspectral data allows targets with narrow absorption bands to be located with analysis of narrow sections of the reflectance curve. The successful use of hyperspectral imagery in aerial reconnaissance surveys for feature extraction purposes and environmental monitoring has been demonstrated repeatedly in the literature (Sorenson et al., 2017; Scafutto et al., 2017; Davies and Calvin, 2017; Scafutto et al., 2016; Richter et al., 2016; Resmini et al., 1997; Chen et al., 2009). Three examples that rely on the narrow bands found in the hyperspectral sensors are detection of potential mineral deposits, hydrocarbon seepage in soils, and acidic mine leakage.

Hyperspectral sensor bands selected based on lab spectra were used on an aerial platform to classify minerals including alunite, kaolinite, and calcite (Resmini et al., 1997). A satellite borne hyperspectral sensor, Hyperion, was compared to an established aerial sensor, AVIRIS (Swayze, 1997), across a total of seven minerals containing four separate mineral species in Cuprite, NV, and Northern Death Valley, CA. Satellite collected hyperspectral data were capable of classifying the four mineral species to within 95% of aerial sensors (Kruse et al., 2003).

Hydrocarbons that leak into soils as crude oil and petroleum products were shown to have diagnostic absorption features centered on 1742 and 2329 nm in the short wave infrared (SWIR) region. These bandwidths were found to not only define presence and absence of hydrocarbons but possible groups based on densities and contamination (Scafutto et al., 2016). The ability to monitor for potential leaks from pipelines, refineries, processing stations, and natural oil seeps with spectra from libraries is a new
technology being developed for industry usage (Asadzadeh and de Souza Filho, 2017; Scafutto et al., 2017).

Hyperspectral imagery has also been used to detect high potential areas of acidic mine waste that could enter waterways through weathering (Davies and Calvin, 2017). The Leviathan mine was mapped looking at the potential of hyperspectral data for locating and dispatching remediation efforts to potentially high acidic mine waste. The hyperspectral data was able to classify six separate acidic distinctive features, with each feature showing individual absorption and reflectance bands around 700 nm and above 2000 nm.

Hyperspectral sensors have also been shown to locate and classify weed species, although the published literature does not tend to rely on the presence of unique absorption or reflectance features as necessarily the basis of successful classification. Aerial monitoring of weeds has allowed researchers to identity weed species like; Chinese bushclover (*Lespedeza cuneate* L.), leafy spurge (*Euphorbia esula*), spotted knapweed (*Centaurea maculosa*), Barnyard grass (Echinochloa crusgalli), green foxtail (*Setaria viridis*), goose grass (*Galium aparine*), and small quinoa (*Chenopodium quinoa*) with accuracies ranging from 84% to 100% in associated range, pasture, and agricultural lands (Wang et al., 2008; Lawrence et al., 2006; Deng et al., 2016; Lass et al., 2002).

On-ground sensors have had similar or higher accuracies identifying weed species in crops. Recognition of creeping buttercup (*Ranunculus repens*), Canada thistle (*Cirsium arvense*), wild mustard (*Sinapis arvensis*), common chickweed (*Stellaria media*), common dandelion (*Taraxacum officinale*), annual bluegrass (*Poa annua*), lady’s thumb
Poligonum persicaria, common nettle (Urtica dioica), common yellow wood sorrel (Oxalis europaea), and black medick (Medicago lupulina) in corn (zea mays) showed accuracies as high as 94% in a comparison of various machine learning techniques using hyperspectral data (Pantazi et al., 2016). Classification of caltrop (Tribulus terrestris), curly dock (Rumex crispus), red dock (rumex sanguineus), and barnyard grass in corn with a hyperspectral sensor reached accuracies over 95% (Wendel and Underwood, 2016). Classification accuracies as high as 97% were found for wild buckwheat (Fallopia convolvulus), field horsetail (Equisetum arvense), green foxtail, and common chickweed in a field of sugar beets (Beta vulgaris subsp. Vulgaris) (Okamoto et al., 2007). What is not established from these studies with respect to weed species (in contrast to minerology studies, for example), however, is whether or not similar accuracies could have been achieved with multispectral sensors. Hyperspectral data sensor design and components and be costly relative to multispectral sensors, and data processing requirements are high compared to multispectral sensors; therefore, it is important to determine to what extent there are tradeoffs in classification accuracy between alternative sensor designs.

Multispectral sensors with lower associated costs and processing and the ability for multispectral sensors to collect wide bands in the visible, red edge, NIR, and SWIR has led to their use in vegetation identification, particularly weed species (Goel et al., 2002; Feyaerts and van Gool, 2001; Alchanatis et al., 2005). The Canon s110 camera has been adopted for use in the eBee from sensyFly to image in the near infrared (NIR) and red edge portions of the EM spectrum for agricultural purposes (SenseFly Ltd., 2017). The relatively inexpensive and compact multispectral sensors have seen a growth in use
with UAV technology and have shown accuracies as high as 98% mapping weeds (Pantazi et al., 2017).

Current commercial tractor-mounted spot spraying sensors rely on multispectral bands most likely centered in the visible red and NIR only, allowing use in fallow, between row, and pre-emergent crops where vegetation can be assumed to be weeds (Topcon Positioning Systems, Inc., 2017; NTech Industries, Inc., 2017; Holland Scientific, 2017). We are not aware of any commercial on-tractor sensors that use hyperspectral data or narrow bands. The ability of hyperspectral sensors to analyze specific sections of the EM spectrum potentially could allow improved differentiation of plant species based on differences in internal characteristics of plant structures and canopy absorption dynamics (Knipling, 1970; Lord et al., 1988; Huete et al., 1985; Marchant and Onyango, 2002).

The application of either hyperspectral data or narrow band multispectral data for on-tractor sensor weed identification necessitates a determination of whether these data types are sufficiently superior to wider, multispectral bands to justify their cost and implementation. Our objective was to provide initial insight into this question by analyzing broadleaf weed identification in wheat fields. We used airborne hyperspectral data to address two specific questions: (1) what were the comparative accuracies between narrow and progressively wider contiguous spectral bands and (2) what were the comparative accuracies using either three or four discrete wider or narrow bands. The first question was addressed to evaluate the potential advantages for on-tractor
hyperspectral instruments. The second question was addressed to evaluate the potential for modifying current multispectral approaches with narrower spectral bands.

Methods

Location

The study site included two agricultural fields southwest of Bozeman, Montana at approximately 1675 m above sea level, in the north foothills of the Gallatin Range (Figure 4.1). Winter wheat was planted in both fields fall of 2015 and harvested in August of 2016. Fields were on well drained stream terraces in a mix of clay and silt loam soils. The Bozeman area receives approximately 41 cm of rain a year with highest average rain falls being concentrated in the spring and early summer months of April, May, and June based on 2017 U.S. climate data (U.S. Climate Data, 2017). The frost free growing season is late May to middle of September, just over 100 days based on averages from 1981 through 2010. The weed infested areas were dominated by broadleaf weeds; Canada thistle (*Cirsium arvense*), prickly lettuce (*Lactuca serriola*), and bedstraw (*Galium aparine*). No grass weed locations large enough to be mapped from the air were found.
Figure 4.1. Research fields 15 km southwest of Bozeman, Montana where flights to collect hyperspectral data was conducted on June 2, 2016. Fields shown in false color infrared and data collection points in green.
Reference data

Weed locations were not selected randomly due to the requirements for visibility from the air. Locations had to be large enough that 0.5-m pixels contained weeds. Roll, pitch, and yaw caused uncertainty in geolocation error of individual pixels, requiring tarps be placed as reference to locate the weed locations in the image. Weed infested locations within the wheat field large enough to be sensed were within 50 m of the field edges, concentrating weed infestation data collection and analysis to this area.

Locations were visually selected as having at least a 2x2-m area of more than 75% weed coverage for infested locations (hereafter referred to as infested) and 2x2-m area free of weeds for uninfested locations (hereafter referred to as uninfested). Blue tarps were centered among locations (Figure 4.2). Each tarp identified four locations, two identified as infested and two uninfested, when such variation was present within several meters of a tarp (in some cases only infested or uninfested locations were present near a given tarp). Additional uninfested locations away from field edges were identified to account for some of the variability in wheat growth across the fields. Tarp center points were the reference for field data collection.

The infested and uninfested locations were documented as a distance and azimuth from tarp center (Figure 4.3) and marked with an orange flag. The azimuth was taken with a Lietz pocket transit in degrees from north from the tarp center.
Figure 4.2. Tarp placed in field to locate data points on hyperspectral data. Blue tarps also provided reference for atmospheric correction.

Figure 4.3. Distance and azimuth recorded for each infested and uninfested area from the tarp center point. Field data allowed specific pixels to be selected as infested and uninfested signatures in the image for analysis.
Image Collection

A Pika II imaging spectrometer (Resonon, Inc., Bozeman, MT, USA) was flown at approximately 800 m above the ground on June 2nd, 2016, collecting 0.5-m resolution hyperspectral data. The flight date was selected to minimize shifting light conditions and coincide with the farmer’s weed spraying schedule. Flight paths were planned to collect swaths that overlapped 50%, allowing common ground control points to be identified. The Pika collects 80 spectral bands with 6.39-nm spectral resolution from 425–925 nm. The imaging spectrometer was calibrated in the factory at the time of manufacture.

Processing

Data from the spectrometer was post processed as outlined by McCann et al. (2017), using data collected by the global positioning and internal navigation systems. Swaths were radiometrically normalized using overlapping areas to smooth irradiance values. Each swath was georeferenced to a 2015 NAIP image of the area, projected, and mosaicked to create a single image for each field. The centers of fields where data was not collected was removed.

The method for atmospheric correction was a model correction using field-based tarp spectra. Tarp spectral responses were collected with a FieldSpec Pro spectrometer (ASD Inc., Longmont, Colorado, USA). A Modified Flat Field Correction (MFFC) technique compared each tarp pixel collected by the Pika to the tarp irradiance from the FieldSpec to correct the image (Seibert et al., 1998).

Narrow hyperspectral data bands were combined into increasingly wider bands to simulated increased bandwidth. No specific sensor was being imitated, so bands were
simply averaged in order, based on the principle that filters can isolate that section of the EM spectrum for sensors that contain the necessary bands. Band data layers were averaged to create new wider bandwidth values, and each new band was stacked to create a new image. Hyperspectral data was combined from 80 6-nm bands and simulated bands widths were accomplished by adding two, three, four, six, eight, and sixteen bands for 12, 16, 24, 36, 48, and 96-nm bandwidths, respectively.

**Spectral Extraction and Analysis**

Four pixels closest to each infested or uninfested identified location were selected and spectral signatures extracted. The 528 pixels were identified as either infested or uninfested. The spectral samples from 224 infested pixels were merged to represent one infested spectrum and 304 uninfested spectral samples were merged to represent one uninfested spectrum. These merged spectra potentially masked spectral variability within each class, but was appropriate for the purpose of the analysis, which intended to distinguish infested from uninfested locations as a two class problem.

Optimal band selection for analyses of reduced numbers of bands, regardless of bandwidth, is important because removal of bands can reduce accuracy (Su et al., 2014). Band selection is achieved by measuring the spectral separability between target signatures to select bands that best differentiate groups (Davis et al., 1978). The distance between spectral responses can be evaluated using various measurements. We used the Jeffries-Matusita method, because it consistently performed better than other measures (Chapter 3). Jeffries-Matusita measures statistical separability using the distance between density functions and contains a negative exponential to create a saturating effect. The
saturating effect creates an exponential decrease as distance values get smaller, so that, when averaged, a few widely separated outlier values in a cluster do not make a disproportionate difference in the distance metric.

Each of the bandwidth datasets was classified using the random forest algorithm. The entire dataset was used for training, and accuracies were assessed using out-of-bag error estimations (Breiman, 1996, 2001; Lawrence, 2004). Comparisons were made based on overall accuracy of the classification. Statistical significance between classifications was based on comparisons of kappa statistics at an alpha of 0.05 (Congalton and Green, 2008). Output maps were also visually compared for correspondence with field observations.

Results

Classifications using all available bands resulted in all cases in overall accuracies above 75% regardless of bandwidth (Table 4.1), with neither a positive or negative trend as bandwidths were increased (Figure 4.4). Results had a range of 1.6% and averaged 77% (Table 4.2). The selection of four narrow bands maintained a similar trend to all bands with accuracies staying above 70%, however the three band combination showed a statistically detectable drop in accuracy from 12 to 18 nm and a 10.5% variation in accuracies. Comparison of the resulting maps from classifications using different bandwidths (Figure 4.5) revealed that the majority of pixels classified as infested were classified the same regardless of bandwidth (seen in green in the Comparison image at the top of Figure 4.5). The west side of the image showed more pixels where only one or two bandwidths classified these areas as infested. The northwest corner and east side of
the field showed relatively more areas that were classified as infested by three or four bandwidths. Agreement among all bandwidths in the east field was 68% and 67% in the west field (Table 4.3). The west field however showed the majority of areas all bandwidths agreed on infestation except in the southern end of the field were one of the five bandwidths classified pixels as infested the majority of the time (Figure 4.7).

Table 4.1. Estimated accuracies for three, four, and all available bands by bandwidth.

<table>
<thead>
<tr>
<th>Accuracies</th>
<th>3 Bands</th>
<th>4 Bands</th>
<th>All Bands</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 nm</td>
<td>73.3%</td>
<td>71%</td>
<td>77%</td>
</tr>
<tr>
<td>12 nm</td>
<td>75.4%</td>
<td>73%</td>
<td>76%</td>
</tr>
<tr>
<td>18 nm</td>
<td>65%</td>
<td>76%</td>
<td>78%</td>
</tr>
<tr>
<td>24 nm</td>
<td>68.7%</td>
<td>75%</td>
<td>77%</td>
</tr>
<tr>
<td>36 nm</td>
<td>71%</td>
<td>75%</td>
<td>77%</td>
</tr>
<tr>
<td>48 nm</td>
<td>74.9%</td>
<td>77%</td>
<td>77%</td>
</tr>
<tr>
<td>96 nm</td>
<td>77.0%</td>
<td>73%</td>
<td>76%</td>
</tr>
</tbody>
</table>

Table 4.2. The estimated accuracy values for three, four, and all available bands averaged for all bandwidths. The range of values shows the level of variation in results for each number of bands used.

<table>
<thead>
<tr>
<th></th>
<th>3 Bands</th>
<th>4 Bands</th>
<th>All Bands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>72.2%</td>
<td>74.3%</td>
<td>77.0%</td>
</tr>
<tr>
<td>Range of Values</td>
<td>12.1%</td>
<td>5.8%</td>
<td>1.6%</td>
</tr>
</tbody>
</table>
Figure 4.4. Estimated accuracies for the seven bandwidths tested.
Figure 4.5. Comparison map and weed maps for 6-, 12-, 24-, 48-, and 96-nm bandwidths of the east field. General spatial locations of infestations were consistent across bandwidths, although number of predicted infested pixels noticeably varied.
Figure 4.6. Comparison map and weed maps for 6-, 12-, 24-, 48-, and 96-nm bandwidths of the west field. General spatial locations of infestations were consistent across bandwidths, although number of predicted infested pixels noticeably varied.
Table 4.3. This table shows the percent agreement of pixels classified infested using all available 6-, 12-, 24-, 48-, and 96-nm bandwidths.

<table>
<thead>
<tr>
<th>Percent Agreement of Pixels Classified Infested Using All Bands</th>
<th>East Field</th>
<th>West Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Bandwidths Classifies Infested</td>
<td>44.6%</td>
<td>60.3%</td>
</tr>
<tr>
<td>1 Bandwidths Classifies Infested</td>
<td>9.6%</td>
<td>10.0%</td>
</tr>
<tr>
<td>2 Bandwidths Classifies Infested</td>
<td>4.9%</td>
<td>4.1%</td>
</tr>
<tr>
<td>3 Bandwidths Classifies Infested</td>
<td>5.0%</td>
<td>3.7%</td>
</tr>
<tr>
<td>4 Bandwidths Classifies Infested</td>
<td>12.7%</td>
<td>4.6%</td>
</tr>
<tr>
<td>All Bandwidths Classifies Infested</td>
<td>23.1%</td>
<td>17.4%</td>
</tr>
</tbody>
</table>

Reduced Band Results

The results for both three and four band combinations averaged 74% (Table 4.2). Both three and four band results were lower, but with no statistically significant difference, than accuracies using all available bands. The three band accuracies generally resulted in an increase in accuracy with increasing bandwidth (Figure 4.4), however there was a decrease of 10.5% when bands were widened to 24 nm from 12 nm. The four band accuracies also demonstrated an increasing trend in accuracies as bandwidth was widened, except for the final increase to 96 nm from 48 nm. The highest and lowest results, 6 nm and 36 nm respectively for four bands, had a difference of 6%.

The east and west fields showed similar patterns of infestation to all bands. The east maps show the most variation and were examined for differences in classification as infested for different bandwidths. East maps output for reduced bands show dense weed populations around the outside edges of the fields (Figure 4.7).
A comparison of the maps resulting from different bandwidths revealed that the 12-nm and 96-nm bandwidth maps had similar patterns of infested pixels. The south side, particularly at the corners, show pixels only classified by three bands. The west side was dominated by pixels classified by only 4 bands. The northwest corner show areas only classified by all bands. The 6-nm bandwidth map is dominated by locations of pixels classified singly by either three, four, or all bands. The 24-nm bandwidth agreement map shows a majority of pixels only classified by three bands and the 48-nm bandwidth agreement map has pixels classified by either all bands or classified by both three and four bands.
Figure 4.7. Comparison of weed maps output by each bandwidth for agreement between number of bands used; three bands, four bands, or all 80 available bands.
Discussion

Using all available bands from the sensor showed similar results as bands were widened, with no detectable change in accuracy from narrow to wider bands. Bands were artificially widened by averaging with no weight put on certain bands, this could mask high or low absorption bands. There was no detectable advantage in using the narrowest possible bands for this particular application, and potentially a slight disadvantage based on our results. The Jefferies Matusita band selection method showed results at or above 70% for all bandwidths for both three and four band combinations. The accuracies did increase as bands were widened but were not as high as all bands in most cases, showing that even select narrow bands do not have a statistical advantage over similar wider bands.

The lack of a statistically significant differences between three and four bands could be two possible explanations. The first is that enough information is contained in three bands and the addition of a fourth band does not add significant new information. The second is that we lack the number of samples to see the fine variations in accuracy based on number of bands used. The random variation is also not separable from variation present in wide versus narrow bands. The lack of statistical differences mean that the patterns seen might only be a function of random variability. The reduction of random variability would require collection of more sampling and validation field data.

Wide bands were not proven to be as accurate as narrow bands, only that we did not detect a difference. The maps clearly show there was a difference in predicted infested locations, but statistically we were not able to determine which maps were more
accurate, indicating a limitation in training and validation data. The wide bands
associated with multispectral were not statistically better than narrower bands found in
hyperspectral when wider bands were specifically selected for this dataset. This should be
distinguished from current on-tractor sensors, which use pre-selected spectral bands for
all applications. We do not know if the reduced bands selected here have broader
applicability beyond this study. Wide bands might be as effective as narrow bands in
classification of weed infested locations in wheat, but a full range of bands might be
necessary to identify bands needed for accurate use. Hyperspectral data, therefore, might
be necessary to determine which reduced bands provide optimal classifications and
therefore obviate the advantages of being able to use reduced bands. A broader study is
needed to determine whether a particular set of reduced bands might have wider
applicability.

A broader study would allow the collection of further data to separate
confounding variables or processing artifacts demonstrated by the variation in infested
pixel destiny as bands were widened. The east field showed much higher variation then
the west field, indicating variations in and between fields need to be taken into account.
Large sections in both fields were classified by every bandwidth. The classification of an
area as heavily infested by a majority of classifications but known to be limited in
infestation showed that same areas were difficult to differentiate infestation from wheat.

Variation within classes could be caused by different species of weeds and
infestation levels. This was a binary classification to answer the question of producers;
infested or not infested, spray or don’t spray. There is, however, merit in looking at the
level of infestation. Areas with only a few plants could lead to increasing weed populations in the future. A continuous classification that is then converted with a threshold level to create a binary spray or don’t spray decision could record percent cover of weed species. Weed species differentiation is also a potential source of added information that should be examined.

A brief analysis of the economic benefits of spot spraying technology shows that it holds potential. Compared to spraying an entire field, the bands selected by Jefferies-Matusita identified 27% of pixels were infested. The use of these bands to spray a field would potentially reduce the area sprayed by 73%. Herbicide application cost can vary with tax, permits, equipment, labor, maintenance, and the herbicide. The savings precision weed spraying can provide depends on this variability along with sensor design. Savings in barley have been shown between $8 and $22 per acre depending on the amount of the boom turned on when weeds are detected (e.g. 40m or 100% of boom, 20m, 10m, 5m, 2m, 1m) (Franco et al., 2017). The level of precision adds savings but additional complication and cost of the system. The 124 acres within our field would equal a savings of $1357 with herbicide costing $15/acre and reducing spraying by 73%. A system costing $70,000, an estimate based off the current cost of similar systems like WeedIt not capable of in crop spraying, and no increase in maintenance costs for the new system would take 51 years to recuperate the costs of the system in savings. This would indicated an in-depth study on the viability of systems for individual users is needed as small acreage landowners may not see a reasonable return. The cost of herbicide seems to have the largest effect on the time for system cost to be returned in savings (Figure 4.8)
compared to the changes in system overall cost (Figure 4.9). Even the cost of the most expensive system ($85,000) can be recuperated in three years at herbicide costs of $15/acre managing 2,000 acres. The USDA statistics for Montana show that 2,350,000 acres of winter wheat were planted in 2015 (USDA, 2016). A 73% reduction in herbicide application at $15/acre would be over $25.6 million in savings. These are rough numbers and variation in herbicide application rate, weed infestation level, maintenance costs, and the farmer’s individual needs can change the savings seen from a system.

![Change in Herbicide Cost](image)

**Figure 4.8** Analysis of how increasing application costs in $5 steps effects the years it takes to recuperate cost of the system. The x-axis represents the number of years necessary to pay of the spraying system with the expected savings generated spraying the different levels of acreage on the y-axis. Change in cost of herbicide application is represent by indivial lines.
Figure 4.9 Analysis of how system overall cost effects the years it takes to recuperate cost of the system. The x-axis represents the number of years necessary to pay of the spraying system with the expected savings generated spraying the different levels of acreage on the y-axis. Change in system cost is represent by individual lines.

A system were only select areas are sprayed created a risk that infestations will be missed and cause increasing populations, thereby increasing cost of management in the future and negating any savings. Locations in our research could only be classified as infested or uninfested. Four possible outcomes exist for a pixel; infested classified as infested, infested classified as uninfested, uninfested classified as uninfested, and uninfested classified as infested, of the two possible errors the infested areas mistaken for uninfested are of greater concern. Areas mistaken as infested that in reality contain no weed species are areas that are sprayed unnecessarily and do not risk the increase of weed populations. Removal of these errors can further savings of spot spraying but reduced herbicide application is achieved with these errors present compared to current uniform application methods. The number of times infested locations were misclassified as
uninfested in our results (Table 4.4) was similar or lower than the error of uninfested locations classified as infested.

Table 4.4 Error matrixes for 96 and 6 nm three bands with the calculated omission error for both classes.

<table>
<thead>
<tr>
<th></th>
<th>Estimated Uninfested</th>
<th>Estimated Infested</th>
<th>Estimated Uninfested</th>
<th>Estimated Infested</th>
</tr>
</thead>
<tbody>
<tr>
<td>96nm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uninfested</td>
<td>77</td>
<td>27</td>
<td>104</td>
<td>28</td>
</tr>
<tr>
<td>Infested</td>
<td>17</td>
<td>70</td>
<td>87</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>94</td>
<td>97</td>
<td>191</td>
<td>92</td>
</tr>
<tr>
<td>6nm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uninfested</td>
<td>76</td>
<td>28</td>
<td>104</td>
<td>27</td>
</tr>
<tr>
<td>Infested</td>
<td>23</td>
<td>64</td>
<td>87</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>99</td>
<td>92</td>
<td>191</td>
<td>92</td>
</tr>
</tbody>
</table>

Uninfested Error of Omission 26%  Uninfested Error of Omission 27%
Infested Error of Omission 20%  Infested Error of Omission 26%

Conclusion

Narrowing bands, even to 6 nm, as compared to 96 nm, did not improve weed classification accuracies for our study site, either for hyperspectral, continuous bands or for multispectral, discrete bands. There was limited evidence that reduced bands might lead to slightly reduced accuracies, but the evidence was not statistically significant, indicating that reduced bands, if properly selected, might be able to maintain or come close to accuracies achieved with full hyperspectral data. It is unknown, however, whether such reduced bands can be selected *a priori* or whether such reduced band selection is site and/or scene specific. These results do indicate that perceived advantages of hyperspectral data for weed mapping should be subjected to rigorous analysis and that the added cost and complexity of using hyperspectral data needs to be justified by comparison to multispectral options.
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CHAPTER FIVE

CONCLUSION

Infestation Classification of Weeds Using Narrow Bands

This research addressed two questions with the potential to improve on-tractor sensing of weeds for mapping and precision herbicide application. First, could a few select narrow bands match the success in detecting reported in previous research from full hyperspectral sensors? Three and four band selections were used to match the number of bands commonly found in commercial multispectral sensors, which could potentially be modified from multispectral broad-band sensors to multispectral narrow band sensors. Related to this was the second question, whether narrow-band sensors were more successful in detecting weeds than broad-band sensors.

The results demonstrated reasonable abilities at weed detection for reduced bands and broader bands comparable to the full hyperspectral dataset. None of the best results from reducing the bands or broadening the bands, however, resulted in statistically significantly different results, meaning that we were unable to detect differences based on the data available. Resulting weed prediction maps, however, demonstrated strikingly different predictions. These seemingly contradictory results indicate that this study lacked the statistical power to detect very real differences among these methods that were present. We do know that there were substantial differences in the predictive abilities of the various band permutations, but we were unable to determine which were actually closer to the truth.
It is unknown whether bands and bandwidths can be selected *a priori* or whether band selection is specific to individual fields. A combination of farmers’ herbicide spraying schedules, sensor failure during a flight, and weather conditions resulted in being able to collect data from only two of eight fields that were identified prior to the field campaign. This made it impossible to evaluate the robustness of bands selected based on one field or other limited conditions. The ability exists to revolutionize the multispectral sensors used for on-tractor spot spraying if results from this research hold true after rigorous analysis. Results indicate the added cost and complexity of using hyperspectral data needs to be justified by comparison to multispectral options. Potentially high classification accuracies results seen in historical studies of weed mapping with hyperspectral data are possible with limited spectral bands. The next step is to test the robustness of these results across other fields and conditions. The research explained is only a start and definitive band combinations and selection methods cannot be given, however our findings can direct further research. The results, however, also indicate the conclusions drawn in previous studies with respect to the value of hyperspectral imaging for weed detection need to be tempered, because previous studies fail to evaluate whether similar results could have been achieved with multispectral data.

**Future Research**

This research supports a progression of methods that should be followed for wider application. The nature of our data caused uncertainty in results and a limit to inferences that could be drawn. Collection of more data to account for variation in spectra found in
wheat, or other crops, is needed. Uncertainty in results due to the nature of variation in vegetation is possible, but limiting uncertainty is the next step in this research. Control of uncertainty found in real world fields is challenging, so creation of an artificial dataset is needed. This would allow a comparison of band selection methods and classifications algorithms in a controlled environment as a first step to fully functional in–crop, on–tractor weed sensors.

Justification and Objectives for Future Research

The limitations of the study reported in this thesis are indicated by two results. First, we were unable to determine whether certain band permutations were better than others because we were unable to find statistically significant differences. Second, predicted weed maps demonstrated strong differences, even where there were no statistically different findings, leaving open the question of which band permutations were most accurate, as clearly some were more accurate than others. Both of these issues can be resolved by an adequately sized reference dataset. An optimal dataset would consist of an adequate sample (based on a statistical power test) covering both within field variability for sampled fields and among field variability within a defined region for which a sensor might be developed. The short time, however, between plant emergence and herbicide spraying, combined with typically unsettled spring weather with high cloud presence, made the collection of such a reference set impractical, and would likely do so in the future. An alternative, therefore, is to develop a set of simulated fields based on known plant spectra and variance, which can be used for a wide range of analysis and for which true values would be known.
Building the Dataset

Pixels values for the test dataset would be based on field data of crop and weed species collected with a spectrometer, such as the ASD FieldSpec Pro, that collects data in a large portion of the EM spectrum. The FieldSpec provides data from the ultraviolet region into the SWIR, 350 nm to 2500 nm, in 3-nm bands for the VNIR (350 - 1000nm) and 10 nm in the SWIR (1001 – 2500nm). The sensor unit is carried in a backpack and can be used to collect data on single plants to medium sized weed patches, depending on the height the sensor optic (a fiber optic cable) is held above the object, giving flexibility to collect specific and high spatial resolution data at the cost of broad coverage of the field. Research is focused on improving on-tractor sensors and atmospheric conditions of data collection should reflect these conditions, which ASD ground data does. The data collected with the FieldSpec from a stationary position limits the collection of incorrect spectral data and use of a Spectralon calibration target panel allows absolute reflectance to be recorded. This allows the dataset to be flexible to data needs with repeat data collection (time-series) and the data collected on multiple days reasonably compared. The addition of data is possible to fill gaps, cover unforeseen variables, or replace bad data without starting over with all new data. Observations should be collected across multiple fields based on a stratified random sampling design (stratified by fields), with a sample size determined by a statistical power test.

Spectral data for sub-classes is paramount to ascertain what is causing variation in infestation classifications. Different spectra for healthy plants, nitrogen variation, percent cover, soil, weed species, and other sources of variance would allow controlling for
potential confounding variables, allowing evaluation of classification results on more than a binary bases. Simulation of percent cover for the test dataset can be created as well, however collection of the percent cover of true in-field spectra is need to verify the created spectra.

Data once collected would be used to create an individual spectral curve for each sample. Multiple curves for each target (e.g., wheat) would result in a family of curves that could be used to produce a theoretical distribution of spectral curves for each target. A random sample could be drawn from the distribution of curves based on the probability function created by the variation in the spectra for the target. The random sampling of this probability function, when applied to a map, would simulate the distribution of spectral responses observed in the field.

The spatial distribution of areas of weed infestation can be set based on first-hand knowledge, randomly placed, or modeled. Creating a weed map with set spatial distribution should be based on answering a specific field condition problem or recreating a previous field study. Assignment of pixels should start simple as a proof of concept before complexity is added to data generation. Ideally modeling would allow the creation of complex weed maps, limit researcher bias, and mimic real world conditions (López and Stokes, 2016; Magarey et al., 2017; Pelikan et al., 2015; Somerville et al., 2017). An appropriately chosen model could control for the spatial distribution of weed presence, as well as density per pixel.

The resulting simulated weed maps would represent a realistic spatial and spectral distribution of weeds, but with the value of all pixels known. This simulated dataset
would enable a repeat of the analyses contained in this thesis, but with notable advantages. Statistical significance of differences would not be an issue, because the entire population would be known (statistical significance attempts to quantify the relation to an unknown population). Spatial distributions could be expressly compared and quantified. Replication for additional locations or crop/weed systems would require separate parameterization.

**Research Questions**

The overarching concept is that this dataset can provide analysis and comparison before band combinations and classification algorithms are used in the field. New algorithms can be compared under the same conditions as previous algorithms and conditions can be altered to simulate and test field data requirements before data collection starts.

The research questions that should be addressed first to form a base line database of band combinations and results are; best overall band combination, the effect of band width, multiple weed species effect on select bands, nitrogen variation effect on select bands, algorithm sensitivity for infestation levels, current viable sensors, applicability of spectral libraries, and method’s sensitivity to training data.

Band combinations might be site specific, but this study can act as a guide. We expect that Jefferies-Matusita and transform divergence methods will outperform Euclidean and divergence based on our band selection results. Bands selected using Jefferies-Matusita and transform divergence showed no statistically significant difference from the use of all bands in all but two cases. Sample sizes, however, were small and
atmospheric corrections might have introduced bias. The usefulness of a band combination should be determined by beginning with the simplest possible array of pixels. This can then act as a baseline to which classifications with added complexity and variation can be compared. Various methods might select separate bands, but these bands might exist in the same region of the spectrum, helping to focus research efforts.

The next question that should be addressed is the effect on accuracy of bandwidth. Research performed here used bandwidths of 6, 12, 18, 24, 36, 48, and 96 nm and no detectable difference was found, except for one band combination, for these band combinations compared to the use of the full hyperspectral dataset. Increasing trends with increased bandwidth was seen, but the conclusion that this is true outside of the study sample cannot be made. Results could indicate a paradigm shift in remote sensing and the ability to build sensors with little compromise in accuracy compared to hyperspectral sensors if a random sample were taken from a larger area, and the same conclusions reached. Permutations of bands should be automated in R or a similar program. The output bands should include all available bandwidths, with the ASD this would be divisions of 3-nm bands in the VNIR (e.g. 3-, 6-, 9-, 12-, 15-, ..., 96-nm bands) and 10-nm bands in the SWIR (e.g. 10-, 20-, 30-, ..., 100-nm bands).

The weed species in this research were Canada thistle (*Cirsium arvense*), prickly lettuce (*Lactuca serriola*), and bedstraw (*Galium aparine*), however no attempt at separation of spectral signatures of these species or there effect on positive classification was attempted. Species specific spectral data should be collected, including grass species. Grass species could not be collected due to the limited amount, patch size, and
geolocation errors in our research; these issues should not be a limiting factor in the research outlined here, allowing for their inclusion. The collection of ASD data with a reflectance target allows multiple agricultural fields and dates of data collection to be used. Presence of only a few species in a field should not limit the spectra collected or the comparison between species.

The question of sensitivity to infestation level is important to end users, since areas of low infestation could be missed and spread in following seasons. Band combination and classification algorithm sensitivity to infestation level can be tested by including incremented infestation levels. Collection of the full range of infestation levels is generally not practical, but pure crop and weed spectra can be combined to simulate mixed signals. The class accuracy of these levels will indicate the limits of an algorithm or band combination. The levels can be arbitrarily selected or focused by research into the economic threshold of weed spraying. The economic level would be the point at which an increase in the ability to classify lower density weeds is marked with an unacceptable increase in cost of the sensors required to make the classification. Graphically this can be shown with classification accuracy for each infestation level class.

The design, testing, and implementation of new sensors creates a further burden on the timely integration of in–crop, on-tractor spot spraying sensors to the market. This is not the case if current sensors can be repurposed or retrofitted to meet the needs of these on-tractor sensors. To test this, a list of currently available sensors should be created. Spectral bands available for each of these sensors can be generated by combining
associated ASD bands for each sensor band. The sensor specific datasets can be used to collect training data for band selection and classification. Results can be compared for each sensor, looking for sensors that provide the highest overall accuracy, best accuracy to cost ratio, least accurate sensor that meets industry requirements, and least expensive sensors that meets industry requirements.

Beyond simulated field data, if spectral libraries could be used this would increase the application and acquisition of data. Library data for crops and weeds from areas not locally available can be added. Spectra from libraries can add variability to the family of curves to create training datasets. Increase of variability may decrease the overall accuracy of bands, however if this variability accounts for an entire region or country of interest, band combinations might be found that do not need to be changed for application to a wider area.

Time and money are at a premium in research and collecting training data in the field was one of the most time-consuming aspects of our research. Understanding the effect that training data has on the classification of weed infestation is important to using this time wisely. Different levels of training data are possible to “collect” with a simulated dataset where every pixel value is known. Variation of field conditions and the extent to which training data needs to be increased to account for it can be analyzed for effects on accuracy. Training data using the same spectral variability can be collected for multiple training sample levels and graphed to see if a trend in accuracies exists.

There are many questions of spectral variation caused by field conditions and the bands necessary to address changes in field conditions. The creation of simulated
Infestation in crops can be used to address questions related to spectral variability, however, manual analysis will limit the amount of processing and analysis that can be made. The application of a Monte Carlo simulation to automate the creation of datasets, collection of training samples, band selection, and classification can be performed (Fehske et al., 2005; Rubinstein and Kroese, 2016). A high number of iterations can allow graphing of the distribution of accuracy for changing field conditions and provide probability functions for band combinations and classification techniques. Output of automated results can save both time and money that can be allocated to further a research project. The application of this research has the potential to save farmers thousands of dollars and as a country millions of dollars while reducing potentially damaging ecological substances leaving farm’s fields.
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