Lidar remote sensing of the aquatic environment

JAMES H. CHURNSIDE1,* AND JOSEPH A. SHAW2

1Chemical Sciences Division, NOAA Earth System Research Laboratory, 325 Broadway, Boulder, Colorado 80305, USA
2Electrical and Computer Engineering Department, Montana State University, P.O. Box 173780, Bozeman, Montana 59717, USA
*james.h.churnside@noaa.gov

Abstract: This paper is a review of lidar remote sensing of the aquatic environment. The optical properties of seawater relevant to lidar remote sensing are described. The three main theoretical approaches to understanding the performance of lidar are considered (time-dependent radiative transfer equation, Monte Carlo simulations, and quasi-single scattering assumption). Basic lidar instrument design considerations are presented, and examples of lidar studies from surface vessels, aircraft, and satellite are given.
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1. Introduction

As another review article in this issue describes, passive remote sensing has had an enormous impact on our understanding of the ocean [1]. Measurement examples include global distributions of surface concentrations of chlorophyll [2-4] and particulate organic carbon [5-7]. With some modeling, net primary productivity can be found from either chlorophyll [8-10] or carbon [11-13] biomass. In addition, passive remote sensing has been successful at identifying harmful algal blooms [14-16].

Despite these and other successes, there are limitations to passive remote sensing. One obvious limitation of passive remote sensing in this application is that it cannot operate with insufficient sunlight (e.g., at night or at high latitudes [17]). This means that passive systems will miss the effects of diurnal vertical migration of phytoplankton [18-20] and of diurnal cycles of phytoplankton physiology that affect the optical properties [21-23]. Another limitation is that passive remote sensing can only provide a vertically averaged measurement that is heavily weighted toward the surface, with almost no response below the first optical depth. As a result, passive remote sensing does not provide information on the deep chlorophyll maximum and underestimates phytoplankton biomass and primary productivity [24-27]. Lidar can operate at night, at high latitudes, and can generally penetrate to the subsurface chlorophyll maximum.

In this paper, we consider lidar used for remote sensing of aquatic environments. This kind of lidar system transmits laser light and detects a small fraction of the light scattered by water and particles or other objects in the water (bathymetric lidar for mapping the bottom surface beneath the water is outside the scope of this paper). Also, we focus on incoherent lidar systems that record the scattered irradiance, as opposed to coherent lidar systems that also determine the phase of the scattered light through coherent mixing with a local oscillator.

2. Optical properties of the ocean relevant to lidar performance

In general, the signal from an oceanographic lidar depends on the absorption, scattering, and fluorescence within the water column, as well as the reflection from the sea surface and bottom. Here we discuss some of those processes.

Absorption within the water column occurs in the water itself, in dissolved materials, and in organic and mineral particles. Figure 1 shows the spectral dependence of absorption for pure
water, clear seawater, and less clear seawater. For pure water, the best measurements at wavelengths above 550 nm are those of Pope and Fry [28]. Below about 500 nm, more recent measurements of Mason et al. are more accurate [29]. Between 500 and 550 nm, the two measurements are virtually identical. These measurements show a minimum absorption in the ultraviolet. Even the clearest natural ocean waters contain other constituents, however, and these raise the minimum absorption and shift it to a longer wavelength [30]. In less clear waters, the situation is more complicated, but bio-optical models have been developed to provide some guidance for Case 1 waters, in which the optical properties are dominated by phytoplankton.

As an example, Morel [31] suggested an equation, valid for wavelengths between 400 and 700 nm, given by

$$a(\lambda) = \left[ a_{w0}(\lambda) + 0.06 a_{w0}'(\lambda) C^{0.65} \right] \left[ 1 + 0.2 \exp(-0.014(\lambda - 440)) \right],$$

where $\lambda$ is the wavelength in nm, $C$ is the chlorophyll concentration in mg m$^{-3}$, and the two wavelength-dependent parameters have been published in tabular form [32, 33].

Fig. 1. Absorption coefficient of seawater, $a$, as a function of optical wavelength, $\lambda$, including measurements of pure water by Pope and Fry (P&F) [28], more recent measurements at short wavelengths by Mason et al. (M) [29], measurements of very clear natural seawater by Smith and Baker (S&B) [30], and results of a bio-optical model for Case 1 waters with chlorophyll concentrations of 0.1, 1.0, and 10 mg m$^{-3}$.

The coefficient of scattering from pure seawater has been derived theoretically [34, 35], and agrees within 2% of measured values [36]. It is slightly different from Rayleigh scattering and can be approximated by [33, 37]

$$b_w = \left( 1.64 \times 10^{-3} + 1.62 \times 10^{-5} S + 1.22 \times 10^{-6} T + 1.02 \times 10^{-7} TS \right) \left( \frac{532}{\lambda} \right)^{4.32},$$

where $S$ is salinity in psu, $T$ is temperature in °C, and $\lambda$ is the optical wavelength in nm. For temperatures <30°C, over 98% of this scattering is Brillouin scattering, and is Doppler shifted from the initial laser frequency. For a nominal sound speed of 1500 m s$^{-1}$ and a common wavelength of 532 nm, the shift is ±7.5 GHz. For seawater, the phase function, defined as the volume scattering function divided by the scattering coefficient, is given by [33]

$$\hat{\beta}_v(\theta) = 0.06225 \left( 1 + 0.835 \cos^2 \theta \right),$$

where $\theta$ is the scattering angle. The backscattering coefficient, which includes all scattering for $\theta > 90^\circ$, is given by $b_{bw} = 0.5 b_w$. For unpolarized light, scattering is uniform in all azimuthal angles. For polarized light, there is an azimuthal dependence that must be considered.

Particles in the ocean come in a wide variety of size, shape, and composition, so general statements about particulate scattering are much more difficult. Where the optical properties of
the water are dominated by phytoplankton (Case 1 water), the particulate scattering coefficient can be approximated by [38]

\[ b_p = 0.416 \frac{550}{\lambda} \text{chl}^{0.766} , \]  

(4)

where \( \text{chl} \) is the chlorophyll concentration in mg m\(^{-3}\). Measurements by Petzold [39] showed that the particulate phase function was similar for a wide variety of oceanic conditions. The backscattering ratio, \( b_{bp}/b_p \), for these measurements was 0.0183, and the phase function can be approximated by a polynomial

\[
\tilde{\beta}_p = \exp\left(-4.20799 - 2.91005\theta + 0.0909243\theta^2 + 0.563412\theta^3 + 0.353154\theta^4 + 0.108569\theta^5 + 0.0181941\theta^6 + 0.00159853\theta^7 + 0.0000579531\theta^8\right),
\]  

(5)

where \( \theta \) is in radians. There have also been several analytical expressions suggested. The first, originally suggested for astrophysical applications by Henyey and Greenstein [40], is given by

\[
\tilde{\beta}_p = \frac{1}{4\pi} \frac{1-g^2}{\left[1+g^2 - 2g \cos(\theta)\right]^2},
\]  

(6)

where \( g \) is the anisotropy parameter. This function has the same backscattering ratio as the Petzold phase function for \( g = 0.919 \). Another analytical phase function, due to Fournier and Forand [41], is given by

\[
\tilde{\beta}_p = \frac{\varepsilon (1-\delta) - (1-\delta^e) + \left[\delta (1-\delta^e) - \nu (1-\delta)\right] \sin^{-2} (0.5\theta)}{4\pi (1-\delta)^2 \delta^e + 1 - \delta^e} \left[3\cos^2 (\theta) - 1\right],
\]  

(7)

where

\[
\varepsilon = \frac{3-\mu}{2}; \quad \delta_e = \frac{4}{3(n-1)^2}; \quad \delta = \delta_e \sin^2 (0.5\theta).
\]  

(8)

Here, \( \mu \) is the slope of the particle size distribution and \( n \) is the refractive index. The best fit to the Petzold data is for \( n = 1.1 \) and \( \mu = 3.5835 \). Finally, we present a polynomial fit to measurements of the phase function in the backscattering direction by Sullivan and Twardowski [42]

\[
\tilde{\beta}_p = 3.266 - 0.0815 \theta + 8.007 \times 10^4 \theta^2 - 3.526 \times 10^6 \theta^3 + 5.885 \times 10^9 \theta^4,
\]  

(9)

where \( \theta \) is in degrees. This phase function provided the best performance in radiative transfer calculations of ocean color [43]. These phase functions are presented in Figure 2.

Because lidar measures the volume scattering function at 180°, the relationship between this parameter and the particulate backscattering coefficient must be known if information about the latter is desired. This relationship is characterized by the \( \chi \) parameter, which is defined by

\[
b_{vp} = 2\pi \chi(\pi) \beta_p(\pi).
\]  

(10)

Studies in both the field [42, 44-47] and in the laboratory [45, 48, 49] have shown that the variability in \( \chi \) is minimum at a scattering angle near 120°. Most studies report \( \chi(120°) = 1.10-1.13 \) with a variability of a few % [42, 44-48], There is less agreement about the behavior of \( \chi \) at larger scattering angles. Some studies reported lower values for \( \chi(170°) \) [44, 45, 48], but most do not [42, 45, 47, 48]. Two lidar measurements have been made, with estimates of \( \chi(\pi) = 0.5 \) [50] and \( \chi(\pi) = 1.0 \) [37].
Light also experiences Raman scattering from seawater and fluorescence from organic compounds, especially chlorophyll and other pigments associated with phytoplankton. Raman scattering has a much larger frequency shift (3400 cm⁻¹) than Brillouin scattering and a broader spectrum [51]. It also has a lower scattering coefficient of about 2.7×10⁻⁴ m⁻¹ [51]. Fluorescence occurs at a number of wavelengths, including a strong line from the pigment chlorophyll-a at 685 nm. This peak has a width of about 25 nm, and a quantum yield of a few percent [52]. Because of the high absorption at the fluorescence wavelength, lidar profiling is generally not attempted.

3. Theoretical lidar investigations

The transfer of a polarized laser through a scattering and absorbing medium and back to the receiver can be expressed by the time-dependent radiative transfer equation [53, 54],

\[
\frac{1}{v} \frac{\partial I(r, s, t)}{\partial t} + s \cdot \nabla I(r, s, t) + c I(r, s, t) + b \int \frac{P(s', s) [I(r, s', t) - I(r, s, t)] ds'}{s'} + I_0(r, s, t),
\]

where \( I \) is the Stokes vector, \( r \) is the position vector, \( s \) is the direction vector, \( v \) is the speed of light in the propagation medium, \( c \) is the beam extinction coefficient, \( b \) is the scattering coefficient, \( P \) is the Mueller matrix, and \( I_0 \) is the Stokes vector of the initial illumination. A common solution to this equation uses the discrete-ordinates method, in which the scattering phase function is expanded in a series of Legendre polynomials [33, 55, 56].

More commonly, a Monte-Carlo approach has been used for lidar investigations. Early work considered detection of a target by an unpolarized lidar [57]. Gordon [58] used this approach to investigate the effects of multiple scattering on lidar attenuation. The technique was later extended to detection of fish schools [59] and subsurface layers [60]. The treatment of polarization in oceanographic lidar was has been considered for oceanic water [61], for fish school detection [62], and for various idealized particle models [63]. Other recent work has considered methods to increase the speed of Monte-Carlo calculations [64, 65], and application of Monte-Carlo to HSRL [66].
A simpler analysis makes use of the quasi-single-scattering approximation [67, 68], which is based on the fact that most scattering in the ocean is contained in a small cone around the forward direction. The model, then, is of a series of small-angle forward scattering events, a single scattering event near 180° to direct the light back toward the lidar, and another series of small-angle scattering events on the path back to the lidar. Under this approximation, the lidar signals for co-polarized and cross-polarized returns can be written as [69]

\[
S_c(z) = A_c \beta_c(\pi, z) \exp \left[ -2 \int_0^z \alpha(z') dz' \right]
\]

\[
S_x(z) = \left[ A_x \beta_x(\pi, z) + 2 A_x \beta_c(\pi, z) \int_0^z \gamma(z') dz' \right] \exp \left[ -2 \int_0^z \alpha(z') dz' \right]
\]

(12)

where \(S\) is the lidar signal, \(A\) is a factor that includes lidar calibration and geometric losses, \(\beta\) is the volume backscattering coefficient, \(\alpha\) is the lidar attenuation coefficient, and \(\gamma\) is the multiple-scattering depolarization coefficient. The subscript \(C\) refers to the co-polarized channel or co-polarized component of the volume backscattering, and the subscript \(X\) refers to the corresponding cross-polarized parameter. For a very narrow, highly collimated beam and receiver, \(\alpha\) will be very nearly the beam attenuation coefficient, \(c\), and \(\gamma\) will be very nearly 0, resulting in the true single-scattering case. For a large beam and/or wide field-of-view receiver, \(\alpha\) will be very the diffuse attenuation coefficient, \(K_d\), and \(\gamma\) may be nonzero. Note also that \(\gamma = 0\) for an unpolarized receiver.

One of the main advantages of the quasi-single-scattering approximation is that it can guide retrievals of lidar data to obtain scattering and attenuation parameters. For example, we note that the attenuation coefficient is contained within an integral that acts as a low-pass filter. This leads to an approximate retrieval in which variability in \(\alpha\) is neglected, and variability in \(\beta\) obtained directly [70, 71]. The approximation also applies to HSRL, in which \(\beta\) is known in the Brillouin channel and the profile of \(\alpha\) can be measured by that channel.

We should note that the theoretical investigations that use the full phase function vary in which function was used. Of the 15 calculations in this section that used the full particulate phase function, four used measured values [58, 60, 61] (including Petzold [62, 64]), four used Henyey and Greenstein [55, 64-66], three used Mie calculations of scattering from a collection of spheres with various size distributions [54, 57, 59], two used Fournier and Forand [65, 66], one used another function [56], and one used a two-term Henyey and Greenstein function [66].

### 4. Lidar design

In most lidars, the receiver collects a fraction of the light with scattering angles near 180°, although it is also possible to design a bistatic instrument with the transmitter and receiver separated by a large distance to measure scattering angles significantly different from 180°.

Strictly speaking, monostatic lidars have collocated and coaxial transmitters and receivers. However, many lidar systems have separate transmit and receive optics that are positioned next to or very close to each other. Such systems are formally bistatic lidars because of the separate optical subsystems, but they are sometimes called monostatic and could be described as non-coaxial monostatic lidars (or even “biaxial” lidars). Bistatic systems can more easily provide high optical isolation between the transmitted beam and the much weaker received light but can limit the range over which the transmit and receive beams are overlapped and aligned. Monostatic lidars can be more compact because of the shared transmit-receive optical system.

Eq. (12) does not include the effects of background light, which adds to the signal and limits the minimum detectable signal. To reduce background light, one would like to minimize the optical filter bandwidth and match the receiver field-of-view angle to the transmitted laser divergence angle. The transmitted beam can be expanded and collimated to reduce the diffraction-driven divergence angle, and a narrow receiver field of view means in interference
filter with a narrow bandwidth can be used. However, a narrow field of view can produce much greater attenuation of the lidar signal [58, 72].

A variation on the incoherent, direct-detection lidar systems described so far is a high-spectral-resolution lidar (HSRL), which uses a narrow-linewidth laser to separately measure the large-particle scattering and the Doppler-shifted Brillouin scattering. This makes the system more complex, but allows direct measurement of attenuation and backscattering without the requirement for absolute radiometric calibration of the receiver [71]. Figure 3 is a typical schematic layout of a dual-polarization HSRL lidar system with an iodine absorption filter tuned to the laser wavelength to remove the particulate scattering in the Brillouin detection channel [50, 73]. Generally, particulate scattering is much larger than Brillouin scattering, so a large fraction of the collected light has to be directed to the Brillouin channel to produce an acceptable signal to noise ratio in that channel. As a result, a high percentage of the collected light is absorbed in the iodine filter. To overcome this, a Michelson interferometer receiver has been developed to more effectively use the collected light [74, 75]. The HSRL technique has only been used for aquatic lidar measurements since 2011 and all but one of the HSRL references cited here are since 2015. Of the experimental aquatic lidar papers cited here, approximately 16% refer to HSRL measurements, while the balance refer to conventional direct backscatter measurements.

Fig. 3. Example HSRL configuration with iodine cell. A stable seed laser is locked to the iodine absorption at 532.293 nm, and an injection-seeded pulse laser creates a pulse at this wavelength to transmit into the ocean (Tx). The return light is collected by a telescope through a field-stop aperture (FS to limit the receiver field of view. The light is recollimated and passed through an interference filter to limit the background light reaching the detectors. A polarization beamsplitter (PBS) directs the cross-polarized return to a detector (XP), a beamsplitter directs a portion of the co-polarized return to another detector (CP), and the remaining light is passed through an iodine filter to remove the particulate return and pass the Brillouin return to a third detector (B).

The most common approach to incorporating polarization sensitivity into a lidar is to transmit a single linear or circular polarization state and receive that state as the co-polarized signal and an orthogonal state as the cross-polarized signal. This can be done with a single receiver telescope followed by a polarization beam splitter that feeds the orthogonally polarized signals to separate detectors [50, 76, 77] or with separate telescopes for the co- and cross-polarized signals [69, 78-80]. In the latter case, if the polarizers are not mounted on the front of the telescope it is necessary to calibrate and account for the polarization sensitivity of the telescope and any optical components between it and the polarizer.
5. Examples of lidar measurements

A wide variety of measurements have been made with oceanographic lidar on sub-surface platforms, surface vessels, aircraft, and one satellite. Examples are presented below.

Surface and sub-surface measurements have the advantage of proximity to supporting measurements. In 1978, a ship-based lidar was used to detect fish in cages [81]. Later, fish schools were measured by a lidar and echosounder on the same ship [82]. Subsurface scattering layers and signal fluctuations have also been measured [83, 84], but most studies have concentrated on lidar attenuation and depolarization compared with in situ instrumentation [76, 78, 85]. One interesting result of this work is the result that the linear depolarization of the lidar signal was found to be related to the particulate backscatter ratio, \( \frac{b_{pp}}{b_p} \) [76].

Airborne measurements have the advantage that large areas of the ocean can be covered quickly. One of the earliest applications was a demonstration of bathymetric measurements in Lake Ontario, USA in 1969. This application advanced rapidly, and there are several companies now making bathymetric lidars commercially. In 1972, an airborne lidar measured chlorophyll-a fluorescence in Lake Ontario [86]. The technique was improved by adding a receiver channel at the water Raman wavelength for calibration of the fluorescence signal [87, 88] and by adding the measurement of Dissolved Organic Material (DOM) [89].

Airborne lidar has also proven effective at detecting and mapping fish. The first reported detection was in 1977 [90], and comparisons between airborne lidar and traditional fisheries techniques for a wide variety of species were reviewed in 2014 [72]. Since that review, airborne lidar has been used to map the distribution of flying fish in the Gulf of Mexico [91] and of lake trout in Yellowstone Lake, USA [79]. It also led to the discovery that jellyfish aggregations swim in vertical circles to maintain coherence, which produces aggregations that are hollow in the center [92].

Airborne lidar is particularly useful for mapping the depth distribution of phytoplankton (Fig. 4). This technique has demonstrated that thin plankton layers (1-5 m) are widespread [80, 93-95]. Because these layers are often associated with a density gradient in the ocean, they can be used as tracers of internal wave propagation on the density gradient [96, 97]. Even without such distinct layering, the vertical distribution of phytoplankton can provide useful information; two different species of harmful cyanobacteria in Lake Erie, USA can be identified by the differences in their characteristic depth profiles [98].

![Fig. 4. Airborne lidar return as a function of depth, z, and distance along the flight track, d. A stronger return is represented by darker grey. The return has been corrected for the effects of attenuation.](image)

Most of the measurements to date have not been made with HSRL. The technique was first described in a 1991 patent [99]. The first ocean measurements used a system designed for the atmosphere, and its performance was limited by the 22.5 m depth resolution in water [100]. That design was reconfigured to allow better depth resolution, and demonstrated good agreement with attenuation measurements from satellite-based ocean color [50]. The same system was used to measure spatial scales of variability in the ocean optical properties [101]. Another study compared HSRL profiles with in situ measurements of \( K_d \) and \( b_{pp} \), showing good agreement [73]. HSRL data have also been used to compare the performance of HSRL and an inversion using only the channel that includes scattering from all sources [71].
Satellite measurements have the advantage of true global coverage, although there are currently no oceanographic lidar systems in orbit. There is an orbiting atmospheric lidar, the Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP), with two orthogonal polarization receivers at 532 nm [77]. The sampling resolution of 22.5 m in water and the poor transient response of the detectors [102] make CALIOP ill-suited for ocean profiling. Despite this, some profiles have been measured in clear water [103, 104]. There have also been studies using the integrated subsurface return to measure the horizontal distribution of plankton in the Arctic [17] and globally [105]. These results, along with airborne demonstrations, have provided the background for proposals for a true oceanographic lidar in space [106, 107].

Other than bathymetric, fluorescence, and Raman measurements, all of the work above has used polarization. The cross-polarized lidar return only includes scattering from non-spherical particles, so fish, zooplankton, and large phytoplankton stand out more clearly against background scattering levels in a cross-polarized lidar channel that a co-polarized channel. In addition, the ratio of cross- to co-polarization can provide some information about the scattering particles, with the largest ratios produced by large, irregularly shaped particles (e.g., fish).

6. Conclusions and future developments

The main conclusion of this review is that oceanographic lidar is becoming an important tool to study the aquatic environment. Numerous examples have been provided using surface and airborne platforms.

We believe there are several exciting developments that will advance the utility of aquatic lidar. A blue laser source would provide much better depth penetration in the open ocean than the green laser that is typically used, and a commercially available instrument for measuring in-situ scattering and polarization at 180° would provide badly needed ground-truth data. For non-HSRL systems, work is continuing on inversion techniques to better measure attenuation and backscattering with a single channel. For HSRL systems, higher pulse energy in lasers with high spectral purity will improve depth penetration, as will continued development of the Michelson interferometer receiver. There is also great potential for combining lidar with passive polarimetry [108] or even adding additional polarimetric capabilities beyond simple co- and cross-polarization detection to lidar systems. Overall, the most exciting development would be a space-based lidar for global coverage.
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