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ABSTRACT

The research presentages nclear magnetic resonan@®é@MR) experimental
techniquedo studysystemsof geochemial and biological processeshis thesis first
presents an introductn to theNMR experimental conceptid data analysisSeveral
experimental systems atkendescribed in detailbiological reduction of uranium;
biofilm growthin porous media; and solutions and gels of algirep®lymermolecule
commonly found in the biofilm polymeric matrix

Bioremedation of heavy metal contaminants such as urarawound nuclear
waste storage sites is an im@mtenvironmentaproblem. Urany(UO,?") is solublein
water, while uraninite (UQ) precipitatesas nanoparticlesCertain typs of bacteria are
able to us uranium as the electron acceptor and reduce uranyl ions to uraiinge
experiments presented usesicdution of uranyl ionshatwas reduced by sulfur
reducing bacteria anderestudied using images and relaxation measurements.

The growth of biofims in the sbhsurfacemayalsobe used for bioremediation.
Biofilms form when bacteria attach to surfaces and then produckvarwithin a
polymeric matrixknown ashe extracellular polymer substanc€EPS). Experiments
were done ombiofilm grown through the pore structure of a model bead pack. During
thebiofilm growth, displacementelaxation correlation experiments weerformed
whichwere able to separate the biofilm phase from the bulk fluid phase using relaxation
information. The resultigresented show that durifgpfilm growth very little convective
flow occurs through the biofilm phase, while pore clogging causes channeling that
increases the flow through ndmofilm filled poresand increases hydrodynamic
dispersion

The EPS matrix of hiofilm contains DNA, proteins, and biologically produced
polymers. Some biofilms such as those produced by the bdesetimlomonas
aeruginosacontain the polymer alginaté hreebiologically produced alginates ne
compared: alginate produced by algalginate produced . aeruginosaFRD1153,
andalginate produced bi. aeruginosaFRD1. A diffusive reaction gelation processswa
used to produce heterogeneous gels which were analyzed both during and after gelation.
Homogeneas gels and solutions weesstudied using relaxation dispersion techniques.
Differences in hydrogen exchange processes, polymer conformetigel structure
were analyzed



1

INTRODUCTION

The research presented in this thesis is an exploration of the mseledr
magnetic reonancgNMR) experimental techniques to study a variety of systems
applicable to the fields of biological engineering, chemical engineering, geosciences, and
mathematical modelingl-11]. A wide array oNMR experimentshatenable non
invasive analysis of opaque and heterogeneous samples both static and dygramic
performed for this thesis reseaiokluding relaxation experiments, magnetic resonance
imaging, anddynamic measurement®!MR relaxation measurements are sensitive to a
range of sample effects such as the surface to volume ratio and have been used for years
as a tool to study heterogeneous samples. In recent yearsgmgtisional correlation
experments have seen increased useamsputing power has increased thbbws data
analysis on personal computers. Magnetic resonance imaging (MRI) is a powerful tool
that is used extensively in medicine. MRI is used in this thesis to study the porestructu
of porous media such as rocks and bead packs, a system of uranium nanopatrticles, and
biopolymer gels. Dynamic measurements of diffusion and fluid éising NMR
techniques arasal to studysystems of fluid flow through porous media and diffusion of
cdloidal particles in gels.

This thesis first presents an introduction to the experimental concepts and data
analysis of magnetic relaxation measurements, rdiitensional correlation
experiments, magnetic resonance images, and dynamic measurementasidhefb
magnetic resonance phenomenon including the quantum mechanics that underlie the

technique, classical mechanics concepts, and basic pulse sequences are first presented in
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Chapter 2. The data analysis of magnetic relaxation measuresmentsultt
dimensional correlation experimemtquires the use of the inverse Laplace transform,
the basic concepts of which are presented in Chapter 3. More advanced concepts of
magnetic resonance experiments such as relaxation mechanisms, dynamic measurements,
andvelocity images are explored in Chapter 4.

The experiments performed for this thegiseach are presented in Chapter8.5
The results of the authrs  w o severalflamgeollaborativeprojectsare presented in
Chapter 5 Experiments that includedagnetic resonance images and two dimensional
relaxation correlations were performed on both limestone and sandstone rocks before and
after a solution of supercritical G&vas pumped through the pore structure of the rocks.
The limestone was shown to slidve along preferential flow pathways, while the pore
structure of the sandstone did not chanf@nanuscript containing this data is being
prepared for submission @eophysical Research Lett¢@. In a separate but related
project, a biofilm was grown throughout the pore structure of a sandstone and two
dimensional relaxation easurements were performed. The biofilm growth was not able
to be detected using high field relaxation correlatioftsis work was published in the
journalOrganic Geochemistrjl]. High resolution velocity images were obtained for a
system of fluid flow through a model porous medium. The images were then compared
with computational fluid dymaics simulations done by collaborators, and the results are
shown to compare very well spatiallyhis work was submitted for publication in the

journalAdvances in Water Resourdés.
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Several experimental systems #ren described in detail Chapter €0:
biological reduction of uranium; biofilm growth in porous media; and solutions and gels
of alginate, a polymer molecule commonly found in the biofilm polymeric matrix.
Chapter 6 presents the use of magnetic msoato study a system of biological
reduction of uranium. Bioremediation of heavy metal contaminants such as uranium
around nuclear waste storage sites is an important environmental problem. Uranyl
(UO,*") is soluble in water, while uraninite (Upredpitates as nanoparticles.
Precipitation of uranium may be able to reduce contaminant transport through the
subsurface. Certain types of bacteria are able to use uranium as the electron acceptor and
reduce uranyl ions to uraninite. The experiments ptedaused a solution of uranyl ions
that was reduced by a sulfur reducing bacteria and studied using images and relaxation
measurements to show the potential use of NMR as a tool to study these biological
reactions.This work was published in the jourrilbtechnology and Bioengineerifg].

Chapter 7 presents theauof displacemesrelaxation correlatioexperiments to
study a system of a biofilm growing withinparous medium. The growth of biofilms in
the subsurface is another tactic that may be used for bioremediation. Biofilms form when
bacteria attach to surfaces and then produce and live within a polymeric matrix known as
the extracellular polymer substan@PS). The fluid dynamics and nutrient transport
during biofilm growth in porous media is an important area of study. Experiments were
done on a biofilm grown through the pore structure of a model bead pack. During the
biofilm growth, displacementelaxation correlation experiments were performed. These

experiments were able to separate the biofilm phase from the bulk fluid phase using



4
relaxation information. The results presented show that during biofilm growth very little
convective flow occurs thumgh the biofilm phase, while pore clogging causes channeling
that increases the flow through nbiofilm filled pores and increases hydrodynamic
dispersion.This work will also be published in the jourrgibtechnology and
Bioengineering6].

The EPS matrix of a biofilm contains DNA, proteins, and biologically predu
polymers. Some biofilms such as those produced by the bdesetimlomonas
aeruginosacontain the polymer alginate. To study this constituent of the EPS,
experiments were performed on alginate solutions and gels. Three biologically produced
alginates were compared: alginate produced by algae, alginate produ€edbsuginosa
FRD1153, and alginate producedPyaeruginos&RD1. The differences between these
alginates were studied using relaxation techniques and im&@dester 8 is a study of
hetrogeneous gelation of the biopolymer alginataiffusive reaction gelation process
was used to produce heterogeneous gels which were analyzed both during and after
gelation using images and relaxation and diffugiglaxation correlation experiments.
Significant differences were shown between the gel structures produced by the three
different alginates.This work was published in thlurnal of Biotechnologj3].

Chapter 9 is a study of homogeneous gelation of alginddeogeneous gels and

solutions were studied using relaxation dispersion techniques. Differences in hydrogen
exchange processes, polymer comfation, and gel structure were analyzd&this

research is ongoingnd is being conducted in collaboration with current undergraduate

studentsand will result in future publications
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INTRODUCTION TO NUCLEAR MAGNETIC RESONANCE

The phenomenon of nucleaagnetic resonance (NMR) wasstiobserved in
1945 by Purcell, Torrey, and Poufid®] at Harvard Universityand Bloch, Hansen, and
Packard13] at Stanford University The observation of NMR and the physiehind it
was an impdant breakthrough for the validation of some of the conagpgsiantum
mechanics Theexperimentalise of this phenomenon hasen widely developed the
past 75 yearand applied in the fields @hedicine, chemistry, and fluid dymécs, in
addition to physics, due theability to norinvasively study the molecular dynamics of
macroscopic samples. Thakapter willexplain the Bsic concepts behind the use of
NMR, while the next chaptewill expand upon these ideasd describe nre advance
experiments and data analysibhis introductiorwill cite original references, but

essentially obtainsostinformation from[14] and[15)].

Theoryof Nuclear Magnetic Resmiance Quantum Mechanics

Nuclear magnetic resonangtlizesthe quantum mechanicptoperty of thespin
angular momenturof asinglenucleusand its response @magnetic field to study
molecularensemble properties of macroscopic systeamgaininga large number of
nuclei Since mosexperimentslo not detect single moleculeésg experiments
discussed in this thestenmostlybe understood usingassicalphysicalconcepts
describing molecular ensemble propertimst some quaum mechanics backgundis

necessaryo understand the fundamenpdlenomena of NMR



Spin Angular Momentum

Each nuclear isotope has a fundamental property called the spin quantum number
I, which is a half integer or integer value that depends on the number of protons and
neutrons in the nucleud his quantum number refers taype of angular momentuthat
is an intrinsic property, and does not imply that the nucleus is physically rotating or
spinning. However, the nucleus does behave mathematically and physicaltyisas if
spinning, so the term Aspin angular moment
guanturmumberl defines the number of discrete valueshaf spinangular momentum
guantum numbem that are possible for each nucleus:

m=-1,(-1+1,...4 - 0,1 (2.1)

For example, for the most abundl#sotope of hydrogenH , :% andm=- % or

1 : : .
m= +§ and two discrete angular momentum values are possilyigrogen is the most

commonly usd nucleus in NMR for a number of reasons that are discussed later, and
will be used as the main example. However, a large nuailmerclei havel ;| 0 and
can be studied using NM&periments

Theangular momentum associated with §pgnangular momeim quantum
numbemi s represented by a vecteince angular momentum always has a direction
associated with itThe fundamental idea of quantum mechanical measurements is that at
any time each nucleus is not in one state or anotherr@dfer here asn), but that each

nuclei has some probability,, that it is in each of the stat@s. This leads to the
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arbitrary spin state of a nuclehé) being desched by the linear combination of all the
values form:

Y)=g a,/m (2.2)

However, the act of measuring the molecul e
the discrete states. In the following discussion, them@testic angular momentum

vector will be referred to asy while the quantum mechanical spin state will be referred

to as‘Y). Thedirectionality of the angular momentwactorl eads t o t-he ter m

upo aindlowWs® that repr esne)fraﬂziztrtu(deustTWm spin st
Schrodinger equation describes the time dependence of the spin state
i>§|v(t)> =HE)Y®) (23

where H (t) is the Hamiltonian energy operat@which has units of energ@nd > is

Pl an c k 6 whichohasaunita af ¢énergy multiplied byne). For example fithe
Hamiltonian is constamwith time such as in the description of a stationary systkis,

equation is straigkfiorward to solve:

Y (@) = em%gav ®) (24

a- iHt g
e 0

U (t) = exp (2.5)
¢ > =

whereU(t) is known as the evolution operator.



Spin Magnetism

In order to find ausefulexpression for the Hamiltoniaanergy operata, the
nucleus is regardesis a magnetidipole moment.A magnetic dipole moment exists
because the moving electrical charges associated with the electron and proton will
interact and produce a magnetic field acco
electricity and magnetismlhe magnetic digde moment /7i is proportional to the angular
momentum>m of the nucleus with the constasftproportionalityg known as the

gyromagetic ratio, i.e.

= gem (2.6)
The gyromagnetic ratio has unitstdz/T or rad/s/T and is different for evgmucleus.
The hydrogen protohH has one of the highest values #{#2.58 MHz/T) and, along

with its nearly 100% natural isotopic abundarieaps to explaiits common use in

NMR experiments.

In a magnetic field_sf, these dipole moments walign along the axis of the
magnetic field, with the energyeeded for this realignmergpresented by = - B
Combining his expression with equah 2.6, the Hamiltonian energy operator for a
nucleus in a maggtic field oriented along theaxis ( B= Bolz andm= rriz') IS:

H=-¢Bm (2.7)
This is known as the Zeeman interacterergy and is the dominant energy exchange
mechanism utilized in NMR experiment$ he difference between energy levels of spin

states is discrete and is equalgB,, sincemvaries only by integer valueg.he spin
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1, . R 1. . : R
stateform:E( Asppom) has a | mw—eér( fesrgha@ gy ) t, h ars s h ow

Figure21l. Appl ying energy to t hfel ispyés tfdomotavisipi nc a
spinup, which disturbs the system from equilibrium. The system will then exchange
energy with the environmeand returrto equilibrium as the spins return to the lower

energy state

Energy

1
m=——
5

yhB,
| I
m= 5
: , . . . 1 1
Figure 21. Schematic of Zeeman interactenergy for a nucleus with = > = >

corresponds to a spin that is aligned with the magnetic field and imwbe énergy state.

The evolution operatdor the Zeeman interactidound by combining Equations

2.5and 27is:
Ut)=expliggmt) (2.8

This functionis an example dd rotation operatovith the form
R(f)=explifm) (29

wheref = gB,t represents the angle thierotation about the-axis. Therefore, in a
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homogerous constant magnetic fielaolz, all of the nuclear spins will rotate, or

precess, about theaxis at a constant frequenkypown as the Larmor frequency:

w, = B, (2.10
The precession of the nuclei and the Larmor frequeane very important concepts in
understanding NMR and its practicalu§eh e fir e s on an c e 0efachthaN MR
the application o& small amount of energy at the Larmor freqyeni| cause a large
effect to the magnetization of the sample. odd analogy to think of this effect is a
parent pushing a child on a swing. By giving a small push every time the child swings
back to the parent (i.e. applying energy at the same frequency) the child will continue to
swing until the parent stops pushing.

This discussion of quantum mechanics is the underlying theory of the nuclear
magnetic resonance phenomenon,dautar onlyapplies to a single nucleus. No process
of measurement can observe just one nucleus, howevyaadaalmeasurements will
be onthe behavioof a large ensemble of nucleh discussion oftte obseration ofspin
statesis beyond the scope of this thesis, th& measurement of an ensemble of spin

stateds shown by:

(Y

13 ~
|Z|Y>:§§§31/2|2' |a-1/2|2§ (2.11)
where|a,,| is the probability ofa moleculebeing in the spirup state ande.,,,| is the

probability ofa moleculebeing in the spikdown state.The observation is related to the

overall energyf theensemble since it ihedifference in the populains of the spins in

r

e
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the higher and lowemergy statesThis energy difference leads taregnetizatiorof the
sampleat equilibrium that is utilized and manipulated during NMR experimefits.
thermal equilibrium, the high and low enenggpulations calbe calculated by

Boltzmannods distribution:

At room temperaturek, T > >d@B,, andthis expression reduces to:

2 _1a . >8B, 0
a.,.|°=-a&° 2.13
s 2? 2kBT§ (2.13)

Equation 213 is important to understaar its practical implications by
increasingg or B, or by decreasind, the energy difference between the spin
populations is increasednd therefore the magnetizatianequiibrium is increased
(Equation 211). This will lead to an inease irthe signatto-noise ratio, which is an
important consideration for designing NMR experiments and will be discussed more in a
later section. Therefore, the study of nuclei with higtsuch as'H ) and/or he use of

high magnetic fields (such as thel 7T superconducting magnets used in most

laboratories) is common.
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Theory of NMR: Classical Mechanics

Excitation

With these concepts froquantum medcinicsunderstood bun the background
mostNMR expermentscan be explained usingacroscopic ideagirst derived by Bloch
in 1946[13]. The bulk magnetization of the ensemblsmhs can be represented by a
vector M . As mentioned above, at equilibricerlarger number ofpéns will align

parallel tothe magnetic fieldéz (spinup) than antiparallel(spinrdown), and M will be

oriented alonghe axis othe field NMR experiments proceed by disturdpitinis
magnetization away fromaquilibrium, referred to asxcitation,and observing how the
spininteractons andenergyexchangevith the environmenaffect the magnetizatioss
the systenmeturrsto equilibrium.

The excitatiorof themagnetizatiorirom equilibrium iscaused byulses of
oscillating radio frequecy (referred to as Ar.f. pul seso
in the static magnetic fieldThe Larmor frequenc{Equation 210) of protons in
experimental magnetic fields is on the same order of magnitude as the frequency of radio
electromagnetigvaves (i.e. from kHz to GHz). Applying pulses with the same frequency
as the Larmor frequency will result in large changes to the magnetization tthee to

resonance effectdescribed earlierTheser.f. pulses create an oscillatitnsverse
magnetic fiéd éj within the sample, which is much smallermagnitudehan I§: I_5>J1
can beapplied for diferent amants of time andh different functional form# order to

control the manipulation O/ .
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Using ideas from classical mechanid¢g evolution of theM vector during
excitationcan be described detailby using the fact that the rate of chan§éhe

angular momentupwhich is related tahe magetization by Equation.B as

(€] (C]
—d;in = é%—l\f is equal to the torquen the magnetizatiocaused by the magnetic field,

M 3 B, leading tothe expressian

¢ i j k o
= M M M_U (214
gg . y zu( )

A Bl:l

&8 codwit) - Bsin(mt) B,
where I§; is along thez-axis, andl::;1 is in thexy-plane, oscillating at the Larmor
frequencyw,. This representation is derivedtimeeii | a b oor aftroarnye obut r ef er e

it is also convenient to defineratating frame of referenci@ which to view the

magnetization. In this notation, the reference frame is rotating at the Larmor frequency,
SO theE\aj field is simply along the-axisand the magnetic field seen along #exis is
reduced byvhatis caused by offesonant sping,e. those rotating atv instead ofu, .

In this rotting frame of referencéhe excitation expressidrecoms:

¢ o
é . : u
o GG &l 1 ko
—J[Zg\/I3B=géMX My M, N (2.15)
é wu
éBl 0 B, —u
e gu
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Or in terms of each component Iof

dM, _ . a,  wo
dt _g\ﬂyé@o g§

(2.15a)

dl\/ly_ ] a _ﬂ/é

dMm
dt

2=-gM B (2.15¢)

The importance of the ofesonance spiis minimized by applying a pulse with

a range of frequencies, or in other words, a pulse with a large bandwitthiturn angle
g of the pulse is determined for a pulsedafationt by: g :g§zt, with g expressed in
units of rad/s/T.For example, eéz field applied along the-axis in the rotating frameof
a specified amount of timtemay rotatehe M vector from its equilibrium along the

axis(caused byhe static magnetic fiel(ﬁz,) onto they-axis through an angle:%.

This process is lawn as applying ag— pulse as shown in Figure.2.

Figure 22. Schematic of the process of excitation by application of a r.f. pUlebulk
magnetization vector begins aligned with the static magnetic field. After the {hase,
magnetization will be along theaxis in the rotating frame of reference.
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Relaxation
After the spins in the system have been excited from equilibrium, the system
begins taundergo a phenomenon called relaxation. The individual spins are dbnstan

exchanging energy with each other and the environarahthe rate at which the
magnetization vectoM returrs to equilibrium dends on this energy exchangehere

are two different mechanisms for relaxation, known as-lgpiite T, relaxation and spin
spin T, relaxation Qualitatively, the two mechanisms refespectivelyto the spins

returning to thenal equilibrium with the surrounding environment, or lattice, and
returning to thermalauilibrium with other spins. Mathematically, the difference

between the twanechanisms is explained by introducthg concepbf an aute

correlation function of thenolecular dipoledipole interactions and the effect of the
moleculamotion on the energgxchange in the systemVhile this discussion concerns
the motion of individual molecules, the quantum mechanical properties of the individual
spins are neglected, and spins are treated as either being in the spispirdown

state.

Auto-correlaton Functions In general,ie autecorrelation functiorG(t) is the

probability thata functionh(t) is correlated totself at another timeh(t +)taéd is

defined by:
G(t) = f(thn(t +t)at (2.16)

For an ergodic,stationary system, all starting ta® are the same and can be set equal to
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zero and only the time differea in question is important, siee autecorrelation
function can be represented by
G(t) =h(t)h(0) (2.17)
Equations 2.16 and 27 are general definitions applicable to apstem or function. For
a system exhibitin@rownian motion, such ake interactions betweanolecules of
water at room temperature, the aatorelation functiordecreases exponentially with a

time constant. [16)]:

[=0 _ (218)

6(t) = HDA(0) - exp%ig (2.19)
(; c =

For the present discussion of magnegiexation, he autecorrelation function
G(t) is the probability that the fluctuating magnetic field caused by the individual
dipole moments of thdiffusing nucleiare correlated to each other after a timdfter a
short amount of timeécomparedo the time scale of the fluctuatiolue to thermal
motion 7., the magnetic field of the nuclewusll still dependon its magnetic field at time
zera After atimelongerthant. there will be little or no correlatiowith the initial state
As temperature increases, the vibrations\aidcity of the nuclei in@aseand the time

constant of the fluctuation of the magnetic feahdll decreasgesothe autecorrektion

function will decaymore quickly[14]. Similarly, in more ordered materials such as
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solids, the correlation time between the fluctuations is loagérthe autaorrelation

functionof the system takes longer to detayero[17].

Spectral Density FunctionsThe spectral density functialiw) is the Fourier

transform @ the autecorrelation function and desceb the fregency dependence tie
magnetic field fluctuationsFor this discussion of magnetic relaxation, the spectral
density is useful to consider tiselatesthe dependence oféhmagnetic field fluctuatius
to frequencyof precessiomore explicity. The concepof the Fourier tansform is used
for many applicationsn NMR and will be important throughothis thesis. In this case

the Fourier transform pair @&(t) andJ(w) are related by:

e}

G(t) = 1y (w)exp(2nint)dw (2.20)

-o

o

Iw)= f(t)exnl- 20 nt)dt (2.21)

-

The spectral deity, in other words, describéseway that theenergy of the
magnetic fiéd fluctuations depends dime and frequencygf precession These
molecular flutuations are complex, but a simpieodel for water is an isotropic,
randomly rotating moleculeEnergy will exchange between molecutes to dipole
dipole interactionsand this engy exchange will depend dhe distance between the

moleculesR, thetime constant fothe molealar interactiong., and thegrecession

frequencywof the molecule§18]. For the purposes of this discussion, the energy

exchangewillcause he spipmws toeidflktio move from t

he
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higherenergy stateor m:% to m=- % , and vice versaln this moel for molecular

interactions betweetwo spinsthere are three configuratiopessibleafter a certain
amountof time: no net spin flid®(n), one of the spins has flippe®(n), or both
spins have flipped®(n). For this model, thepgctral density functions aderived

exactly for an isotropic liquifi18]:

1= ) @29

Usingthethree spectral density functions, the differences between the two
mechanisms for magnetic relaxation can now be explaihbd.spinlattice, or T,,

relaxation timeat the Larmor frequencyy, is representelty:

° 2
1808 2 311+ )30 () + 9P (2my)]  (2.25)
T, c¢4p=+ 2
Qualitatively, this means that th& relaxation is only affected by the enemxchangef

spins that havdipped, or changed energy statdse to the Zeemanteractioncaused

by the applied magnetic field whichstdts in spin precession faéquencywy,, as well as

a contribution at a frequency @, .
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The spinspin, or T, , relaxationis representby:

1_4mg .3 el . 0)(n) 2 10 1.@(s,,\2
T ae‘l;gg“> > (1 +1)84J (0)+2J (Wo)+4J (ZWO)H (2.26)

L)

which qualitativelyshows thafT, relaxationalso depends on a zefir@quency term
which corresponds to no net spin flip. This temtompasses other energy exchange
mechanisms besidéise Zeemannteractionenergy and causés to always be shorter
thanT, .

For examplea sample ofvater at room temperatuire a magnet operating at

300MHzhas aT, approximately equal t@, because the correlation time of the

. . : 1
molecular field fluctuationg. is much shorter (on the order b *°s) than— (on the
WO

order of10°°s). This system is known as being in the moticaadraging regime
because the rapid motion of the molecules quickly averages out the magnetic field
interactions.As the precessidinequencyw, increase®r the correlation timé. of the
magnetic field fluctuationscreases, the depdence off, on the zerdrequency term
increases, and the two relaxation tinfeand T, diverge. e effectof temperaturg¢l7]

on the two riaxation times is showschematicallyn Figure 23.
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In(7;,7,)

(temperature)™

Figure 23. Relaxation times as a function of temperatusthe temperature decreases,
the zerefrequency term in the equation f@s increases and the two relaxation times are
no longer approximately equal as they are in the motional averaging regime.

This explanation has so far dealthvihe molecular scaleydamics of relaxation,
but for the discussion giractical NMR experimentse canuse the concept of the bulk
magnetization vectoM to describe the relaxation of teample magnetizationThe
following equatimsapply tospinsin the motional averaging reginsech as those in a
liquid. More complicated relaxation effects will be discussed in the next chapter of this
thesis.

The spinlattice orT, relaxationmechanisnacts only along thexis of the static

magnetic fieldz since itis only caused by the Zeeman interactiand is described by:

sz - (Mz_ MO)
dt T

(2.27)

where M, is the equilibriummagnetization of the sample. This equation is solved to

show:
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If MZ(O) is equal to- M, as immediately following @r.f. pulse, this equation reduces

to:
e a- t o
M, (t)=M,d.- 2e y (2.29)

These equationshowthat whent :Tl(ln 2), the magnetizatioalong thez-axiswill
equal zero. Determination tife T, time using this concept is called an inversion
recovery experimerdgnd will be discussed later in this chapter

Spinspin orT, relaxaton occurs only in the transverse planel endescribed by
the following equations, in both tixeandy directions:

dM,, - M
Woo DM (2.30)
dt T,

Equation 2.30 is solved for a homogeneous sample to give:

Qo

-t

M, (t)= Mx,y(O)emé%E

By adding these faxation terms to the excitation equations discussed earlier, we

(2.31)

|-ODO

obtain what are called the Bloch equations, which describe the evolution of the

magnetization vectors in the rotating fracheing the excitation pulse

dMm a wd M
X = - —Q- X 2.32a
a=onge- J8 3 ez

dM a wo

=B - g8 - Y8 M (2320)
dt z ><g 0 g+ T .

2

dMm M,- M
Z=-gM B - —2_—2°

2.32c
dt T ( )




22
The Bloch equations are a powenfilenomenologicalay to examine and understand

NMR phenomena and will be expanded upon again in the next chapter of this thesis.

Experimental Background

Expeimental Equipment

The equipment needed to perform NMR esments include the magnet to
supply a static magnetic field, a spectrometer to deliver r.f. pulses, and a computer to

control the spectrometer. The sample is surrounded by a r.f. coil that admsithe r.f.

pulses to the sample as homogeneously as possible and also acts as the recelver coil.

Abtcradgeo coi l is widely used because of
but a solenoid colil is the most efficient configurati@éd]. The optimization of all of this
equipment has been an essential part of NMR experimental development, bot \él

a major point of discussion in this thearsd readers are referred to refererjé@sand
[14]

for more information

Signal Detection

The signal that is detected in BIMR experiment is thgoltageproduced by the

oscillatingmagnetization in the transverse plane. For example, after apply’%ngfa

pulse to a system with equilibrium magnetizatidg and Larmor frquencyw,, the

magnetization is described by:

G G : G &-td
M (t) =[M, co{ugt)i + Mosm(WOt)ﬁe (2.33)
A

t

he
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By converting this to exponential notatians i n g E u | ,eéhe éompoheatofrithe | a

magnetization in the-directionis described by the real component anthey-direction

by the imaginary componeniVe define the complex magnetizatiMf(t) as

M(t) = M, expl Wot)exp%_—t

C'2

(2.34)

|-CDOr

In order to detect both theandy components of the magnetization, a process called
heterodyning is used. Theltagefrom the sample is mixed with two different reference

voltages90 degrees out ofyase with each other, which allows thetection of both the

M, and M, components. Theoltagesignal S(t) is then:

S(t) = §, exoliF) el Dm)exp%Ttg (2.35)

wheref is the phase of the receiver abuv= 1, - n; with w;, as the reference

frequency. This results in an oscillating and deagywitagesignal which is calledhie

Free InductiorDecay, or FID, shown in Figure£

a) 5 b)
"
y

X

Figure 24. a) M immediately after a’% pulse The magnetization starts along the

X

axis and willprecess around tteaxis as shown. b) Schematic of the Free Induction
Decay (FID). The red line is the voltage received along-dras and the green line is
the voltage received along tReaxis. The signal oscillates due o precessiomround
thez-axisrelative to the static detection axisd decays due to thg relaxation process.
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This oscillatingsignal is often Fourier transformed and expressed in terms of

frequency using the following relations:

o}

Fst)]= ppltlexp(- 20w (2.36)

-a

)= pflstlestzawise a7

The Fourier transform of a time signal that has an exponential relazatioone
frequency componemésults in a spectrurﬁ[S(t)] which has a Lorentzian line shape

centered on the single frequen@jue anda FulkWidth-Half-Maximum (FWHM) of

%. This single pulse experiment to obtaispgctrum is the common resaft
Pl;

experimentaised in chemistrgpplicationgo differentiate hydrogen atoms in different
magneticenvironmentand therefore give information on molecular strucfafg. This
type ofexperiment will be discussed in relation only to specific experiments in a later
chapter.

NMR is a low sensitivity techniquaue to the small diérencebetween
populationsof spinrup and spirdown nuclei, so an important consideration is the signal
to-naise ratio, or SNR. Many different components in the NMR apparatus and the
environment contribute to the noise in an experiment. However, signals friiplenu
experiments can be addadd averaged so that sigmalds coherentlywhile noiseadds
randomly. The SNR improvement by averagiNgexperiments is

signal

N
1 SNRt —=+N (2.38
noise VN ( )
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In addition to signal averaging, the SNR caspabe improed by increasing
signal and/or decreasing noise. There are many techniques that are applicable, including
applying a smoothing function to filter out the noeedoptimizing the experimental

apparatus to maxize the signaj14].

Basics of Pulse Sequences

Formation of EchoesWith the concepts aff. pulses and signal detection
understood, thaext level of complexitys to consider multiple pulse experiments, or

pulse sequences. A common phenomena utilizedimyna pul se sequences

After exciting the spins in a sample WitHga r.f. pulse,inhomogeneity irthe magnetic

field, either in theB, field or within the sample itselill cause spins in differergpatial
positions to precess at different Larmor frequenciéd®e detected signal is from a large
number of spins precessing coherently, so when spins are precessing at different

frequencies the signal from the bulk magnetizatietected along a fixed axigll be

smaller, and theignal is said to dephas# the spingdephase for a time after the%

pulse,applying apr.f. pulsewill invert the magnetizatiowithin the transverse plarasnd
reverse the sense of precession of the spinssathdéis pi n echoo will f
reach coherence again at tige as shown in Figure.2 The amplitude of this echo wil

still be attenuated by, relaxationbecause this dephasing is caused by stochastic

molecular interactionand cannot be refocusetiowever, dephasing caused by

inhomogeneities in the magnetic field or other fluctuations wiltdbcused by the spin
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echo. The use of spin echoes allows the equilibrium magnetization of the sample to be
manipulated and rased until full T, relaxation has occurred and all phase coherence is
lost.

A good analogy for thinking &ut this phenomenon is to think of the spins as

runners on a track, who start running in the same direction but at different speeds at the

time of the% pulse[19]. At some point (th@ pulse at time&) the runners are told to
turn around, but still run at éhsame speed. At timée,2ll of the runners will return to

the starting line.

Application of a Dephasing for ~ Applicationofa Refocusing for Echo at
7 pulse time 7 7, pulse time 7 time 2r
2. '
z z
Ty y 'y 4
X X X X X

T ¥

T
9)
Lx

r.f. pulses

signal

Figure 25. Schematic of the spin echo pulse sequence. The first row of images is a
depiction of the effects of the r.f. pulses on the magnetization vector. Thesrmogdis
the r.f. pulse sequence. The last row is the signal that would be received. There will be a

FID after the first r.f. pulsand a spin echoccurring aR¢.
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Another useful technique to form echoes is a pulse sequence called a stimulated

echo. h this sequence, instead of usin%apulse followed by @ pulse to refocus the

spins, three‘% pulses are used. The fir‘sgt pulse excites the magnetization into the

transvers@lane in bth sequences.nlthe stimulated echo sequence, the second

% pulse returns the magnetization to #hexis, and the third rexcites the

magnetization back into the transverse plahleis sequence is useful in samples where
the T, time is very short butth& t i me i s | ong, because the
z-axis where it experiences only relaxation, as shown in Figure62 The FID after he
second pulse is due magnetization which has relaxed Byrelaxation duringf; andis

re-excited in addition to signal from spins excited by the second pulse bah@dirst

pulseas discussed in the next section

|— | N
j— N

r.f. pulses

signal M VP

Figure2.6. Stimulated echo pulse sequencie signal shown after each pulse is shown
to illustrate the need for phase cycling, as explained in the next section. The echo will

occur at a time o7, plus the time between the second anditpulses, which is the
amount of time that the magnetization is stored along-thes.
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Phase Cycling/An important consideration in multiple pulse experiments is the

concept of phase cycling. The basic idea is that becatle gpiantum mechanat

properties of spins, some spins will experience each r.f. pulse but other spins will not.
For example in the stimulated echo sequence, spins that do not experience f%le first

pulse but do experience the second will produce adsiliing the storage timas shown
in Figure 26. By extension, spins that do not experience either of the first two pulses but
do experience the third will produce &Rlluring the echo from signal that has
experienced all three pulses. However, the expant is optimal when only spins which
have experienced all three pulses are detected.

To avoid this problem, the phase of the pulses and the detector are chosen and
cycled through during multiple experiments so that the desired echoes add togetker, whil

the undesired signals are cancelled out. For example, one stimulated echo experiment

may use threé;— pulses, resulting ithe desired spin echo formed along itlyedirection

X

as well asa FID formedin they-direction after each psk The next experiment may use

two % pulses and é;— pulse, again resulting in a spin echo alongjitadirection but

with the FIDs after the first two pulses noalong the y-direction. By cycling through
thedifferent phases for the pulses and the receiver, the desired signal can be added while
the undesired signal can be subtracted. The addition of the signals from multiple
experiments also increases the SNR, and the two effects can be addressed at the same
time. This process is called signal averaging, and is done in nearly every NMR

experiment.
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Introduction to Relaxation Measurementhe determination of thg, time of a

sample is usually done by performing an inversion recovepgraxent, shown in Fige

2.7.a. Theppulse moveshe magnetization to thie-axis and thé% pulse excites this

magnetization into they-plane for detection. By recording the amount of signal as a

function oft,, the minimum amount of signal will be related to Mdime by

t, .. =T,(In2), as mentioned earlier.

1min
An experimentalise ofspinechoes i$o measure th&, time of the sample using
a pulse sequenakveloped by Carr, Purcell, Meiboom and G20], often referred to as
the CPMG sequencélhis sequence usadong series of equally spacggulses to
produce aeies of spin echoes (see Figur&.B). The amplitudes of the echoes can be
plotted andused to find thel, time of the sample usinthefollowing relation (see also

Equation 231).
a- 2t §
M, (2r)= Moexpe—g  (239)
¢ 2~

Relaxation measurements are a powerful way to examine complicated samples.
These applications will be discussed more thoroughly in the next chapter and applied

throughout the experiments described in later chapters.
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a) r g
2
r.f. pulses I
signal }
«—»
II
b) (i T T T
2
r.f. pulses I
signal * *
4 27 2t

Figure 27. a) Inversionecovery pulse sequence, used to determjneThe first pulse
inverts the equilibrium magnetization which is then excited into the transverse plane for
detection after a variable amount of timje b) CPMG pulsesequence, used to
determineT, . The series of echoes may contain thousands of pulses and last several
seconds in some cases.

Introduction toMagnetic Resonance Imaginds mentioned in the discussion of

spin echoes, any inhomogéyan the magnetic field causes the spins to precess at
different Larmor frequencies. This phenomenon is utiliaed manipulated by linearly
varying the magnetic field with respect to position, or applying a gradient in the magnetic

field G(ﬂ as showmn Figure 28. This gradient adds to the stafg field, but is much
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smaller in magnitude; for example, most of the experiments in this thesis were done with

a B, of 7T and an available mamum gradient of 1.482T/m.

B, +G(z)

i

Figure 28. Schematic of the application of a magnetic figladgent in the same
direction aghe statianagnetic fieldB,.

By applying this gradiertb the sample, the spiase encodelased on psition:
()= B, + gB(r) & (2.40)
The first term in this equation is the Larmor frequency, and is subtracted out byh&sing

rotating frameof reference Using thesimplified eqiation with spatially dependent

frequency, the signal received from sg@mple is thenn complex notation
~ ~|. ~ G
st)=3 fiylefilia(Gata”  (241)

where r(r\‘) is the spatial density of the spins in the samfleis equation leads to the
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definition ofa vectorf, which depends on both thp@ied gradient and the amount of

time that it is applied

Nl PPN
2p

Substitutionof the definition ofk in equation 242into 241 results in another
Fourier transform relationship this casdetween the sighand the density of the

spins:
=1y fiefaleok St (249
r(= o sﬁjeﬁ( 26K coc')dkL (2.44)

These equationdescribethe acquisition of the NMRignal in the time domaias a

function of k and how the Fourier transform of this sigreturnsthe spin density or the
Ai mageo
The k vector depends on both the gradient that is app@r\ﬂ, and the time
overwhichiti s appl i ed. This | eads t d;-stpvaa: edi:f fer
frequency encoding gghase encodingBy keeping the gradient fixed actlanging the
time, the spins are frequency encod@tlis is generally done by applying a steady
gradient during the acquisition of teehosignal. This gradint is then referred to as the
read gradientand the direction in space in which the gradient is applied is ¢hde@ad
direction. By keeping the time fixed and changing the magnitude ofpipkesl gradient,

the spins are phase encodddhis refers tohe fact that only spins from a certain area of
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the sample and with a specific frequeniefined byf will refocusat the same time
form the echo.
For example, ¥ applying areadgradient in one direction a omtmensional
profile is obtained, which is the projection of the spins onto the plane defined by the
gradent direction. fthe gradient is applied along tkealirection, the equatiora43 and

2.44become:

S(kz)=ﬁ /ﬁ(,yﬁ)exp(z,dkzz)dxdydz (2.45)

Fls(k,)]=r(z)= ﬁ r(ﬁy, z)dxdy (2.46)

Acquigtion of the signal as a function of time and subsequent Fourier
transformation leads to the spin déy as a function of frequengcyhich is related to the
spatial dimesion because of thepplied magnetic fielgradient. This concepts
extended intowo dimensions, restuttg in a 2Dimage, by applying a phase gradient in
one direction and then applying the read gradient in another dire&lase encoding in
the third dimension results in a 3D image.
To reduce experimental time, rather than plemsmsding in the third dimension
and acquisition of a full 3D image, a #dsl:i
results in a 2D image averaged over the specified slitstedd of exciting all the spins
in the samplereferredtoaa i h a r dnalicgseldctoreg shapgids of t 0 pul se i
appliedduring the application of a gradienthereforeonly spinsthat correspond to the
spatial slice of interesire excited Due to the Fourier relationship involved, to excite a

rectangular shaga slice inthe sample& sinc shaped pulse is often appli&ice
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selection can occuwrsing several diérent types of pulssequences, as shown in Figure
2.9. Sincesoft pulsas occuriin the presence of a gradieat% excitation pulse requasa

gradientto be appliedn the opsite directionin order for the excited spins to refocus as
requiredwhile a p pulse is selrefocusing14]. The use of a spin echo is dedile for a

number of reasonghe inhomogeeous dephasingf the signals refocusedas discussed

a) i 7
2
[\
rf. pulses —= \\/A '\w lUA
G(z) _- =
signal *
— e
T T
b) K .
2
r.f. pulses 'V/\u‘
G(;) 1
signal *
< - T . >

Figure 29. a) Slice selection using two slice selecpuésesA soft ’% pulse requires

an additional refocusing gradient, while a sofpulse is selrefocusing.b) Slice

selection with a slice selective excitation pulse and astioa selective refocusing pulse.
The refocusing gradient in the slice direction is shown at two different points in the
sequence to emphasize that it may be applied at different times while having the same
effect.
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earlier, and hardware issues related to the finite time that is neegettdh gradients on
and off and to start the data acquisition are avoided.
The combination of slice selection and application of gradients to acquire data in
2D k-space leads to an example of a standard imaging sequence, shown in Figure 2.10.
The pulsesequence consists of slice selection inzdéection using a spin echo (see

Figure 2.9.b). A gradient is applied in the phase direction, which moves the starting point

of data acquisition up iﬂ;-space. In this example, the faltho is sampled, so a

negative gradient is applied in the read direction to move in the negatikection in
f-space (corresponding to (a) in Figure 2.10). Data is then acquired by applying a
constant gradient in the read direati@ndthe points in thek, direction are acquired by
sampling the echo as a function of time (points (B)gure 2.10 also illustrates the

concept off-space, with the variation &, occurring in the phase direction akg in

the read direction. The dots on the grid correspond to data points that are collected as a

function of time. A line of data in the reaH, () direction is acquireébllowing the
application of each amplitude of the phakg)(gradient. Twedimensional Fourier

transformation (equation 2.43) yields a 2D image of the spin density of the sample.
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Figure 210. Basic imaging pulse sequence vwatechematic of?-space.A detailed
description is contained in the text.

Introduction to Measurement of Molecular Motiomhe basic process of

observing molecular motion with NMR is that of encoding molecules for their position
by applying one or more spatially varying gradients and then obsesverg fixed time

the effect of the molecular motion on the detected signal. Carr and R2ggell
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calculated the effect of the application of a steady gra@ér\ﬁ with amplitudeG to a

sample for a timéwith random diffusive motion as

S~—"

S(_G =E(G)= expée }gZGZDtsg (2.47)
S ¢ 3 =+

()

where E(G) is the signal normalized with the signal amplitudésat O, or the signal

attenuation The steady gradient method of measuring diffusion is limited byt this
behavior because only very small amounts of time may be measured before total signal
attenuation has occurred.

Stejskal and Tanng¢R1] developed the pulsed gradient spin e(PBSE)
sequencshown in Figur€.11 The first pulse excites the spins, then the application of
two gradientsG(H with durationd and amplitudeg spaced timeD apart encde for
molecular motion.If a molecules at a positiordefined by the first gradient pulse Efs
and stays atf during the observation timP, the second gradient pulse will cancel out
thephase effect dahe first gradient pulse and signal from the moleeuilerefocus at the
correct time and@ontribute to thecho. However, if it moves to positiorf during D, its

frequencywill have changed ansb the signalvill have a phase shift, causing it to
refocus at a different time. If the molecules are moving randdrelyiffusion) they

will all refocus at different times due to a random distributid phase shifts and the
intensityof the echaignalwill be attenuated. If a large number of spins are moving the

same amount (i.e. fron\]J to r\; at velocity V') they will coherently refocus but at a

different time than iv’= 0 and therefore lead to a measureable phase shift in the echo.
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Figure 211. PGSE pulse sequence, used to measure molecular motion. In this example,
the molecular motion is encoded for in thdirection.The first pulse excitethe spins,

then te application of two gradien@(ﬂ with durationd and amplitudeg spaced time

D apart encode for molecular motion. A refocusing pulse dubingsults in a spin echo

which is affected by the molecular motion as described in the text
The equation for the signal attenuation for the PGSE experiment with molecular

diffusion and bulk flowis:

¥ (2.8

a
3+

e G a
E(0) =g BT - gzgzdzDg@-
e
The random diffusive motiocortributes to a signal attenuatiarhile the velocity
contributes a phase shifBy varying d, g, or D, different time and length scales of
molecular motion can be measured, which makisspulse sequence much more
versatile than the steady gradient methdde PGSE sequence can be modified to use a

stimulated echo instead of a spin echo, known as the PGSTE sequence. This allows

measurement of molecular motion of samples with shorelaxation.
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NMR RELAXATION AND MULTI-DIMENSIONAL RELAXATION AND

DISPLACEMENT CORRELATIONEXPERIMENTS

Using the basic ideas introduced in the previous chapter, NMR and MRI
experiments used for this thesis research are discussexterdepth in the following
chapters. This chapter will explain the acquisition and data analysis of relaxation
measurements and muttimensional relaxatioand displacement correlationslagnetic
relaxation is affected by surface interactions, hydrageanange, and magnetic field
inhomogeneitieg addition to the dipolar interactions among nuc¥MR relaxation
measirements have been used fory2@rs by the oil industry to studlye pore structure
of rocksto determine the amount of recoverable[®8, 23] and by chemistfor 60 years
to study hydrogen exchange in polymer systg2dk Multi-dimensional relaxation and
diffusion correlation experimentieveloped more recentlyate been usei study rocks
[25, 26], food[27], contact lenselk8], and concretg29-31]. The systems studied in #hi
thesisincluded a variety of samples containing liquid water including porous| i$pck
hydrogelq 3], biofilm growth in porous medigb], and colloidal suspensiof2].

Data Acquisition:NMR Relaxation Experiments
and MultiDimensional Correlations

As introduced in Chapter, he T, and T, relaxation times of a liquidepend
largdy on the stochastic motion of the moleculddsch mediate dipolar correlations
This relaxation leads to exponential decays of the magnetization in both the direction of

the magnetic field T, ; Equation 228) and in the transversegple (T,; Equation 231)
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which can be measured using thegmbequences shown in Figuré 2Themotion of
the liquidmoleculeswill be present for alexperiments, but for complex solutions and
geometries described in this thesisiiddal mechanisms occufTherefore othesample
effects orthe magnetization such as surface effects, diffusion, and molecular exchange

will also be considered. While these effects will be present indmogitudinal T, and
transvese T, relaxation the emphasis of this discussion and of the subsequent

experiments will be off, measurementssing the CPMG experiment

1D T, RelaxationDistributions

The multitude of sampldependenéffects onthe magnetization can be
incorporated and described using thié Bloch-Torrey equatioril4]. In Chapte 2, the
Bloch equations for relaxatidd 3] in the rdating frame were presented aguiation 232.
The effectof diffusionon the bulk magnetizatiomas first taken into account by Torrey
[32], and he influenceof magnetic fieldgradients, hydrogen exchange, dluid velocity
can also be incorporatadto a single equationin the rotating frame, the complex

magnetizationM, (t) = M, +iM , in the transverse plane after excitation is given by:

G..

M. = M ppem, - G, - (%, -Dam,) @)

dt T,

whereT, is thespin-spinmagnetic relaxation caused by the dipolar interactions in the
liquid, D is the selfdiffusion coefficient v is coherenfluid velocity, g represents any
magnetic field gradiergresent in the sampland Dw is a chemical shift difference

between different molecular specidé multiple chemical species apeesent in the
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sampleDw incorporates the effect of hydrogen exchaj8f. TheT, relaxationeffect

was discussed in Chapten@d is caused hbyolecular interactions due thpole induced
molecular magneti@ield fluctuations. In addition,Equation 31 shows hovihe
measurement of thelaxation decay of complesamples contains information about
othermolecular interactionsThe mechanisms o&laxationfor theseadditionaleffects
will be discussed irgreater detail in the following chapter.

For the present discussiaigta obtained frora CPMG experimengFigure 27.b)
on a complex sample may lead to a mekponentiaM(t) decay with aange of

apparenfTl, values

Qo

M= ook g, @2

¢
where MO(TZ) is the distribution of molecules in the sample as a function of their
apparenfl, decayand is also known as thlg spectrum The range oapparentT,
values sampledill depend on the sample and on the time scale of the measurement but
in general may vary between the shortest resoMahlil statedecay time (about 0.0001
s or 100ns) and the longest possible (less than 10 s)In the following discussion
references tdifferent T, times will implythe apparent or measuré&g, which

incorporates other effects to thgnetization in atltion to molecular dipole
interactions For example, molecules waterin smaller poresf a rockhave shorter

measuredr, times than molecules in larger poreshe same rockecause of surface
relaxationeffecs [34]. An example of &I, distribution ofa Berea saistone rock is

shown in Figure . The range of measurdd times is betweef.1 ms and 10 s. The
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height of the peaks in the distribution corresponds to the amount of water molecules in
eachT, envionmentM,(T,). This sample has a majority of smaller pores, as evidenced
by the largest peak of the distribution being ceedearound 0.001 s. The rangeTof

times upto 1 s can be related to the surface to voluatie of he paous structure of the

rock; this will be discussed further in the next chapter.

4
16x10

)

=
N

10

Intensity (a.u

N A O

0.001 0.01 0.1 1 10
I(s)
Figure 31. Example of a 100, distribution for a Berea sandstone rock core saturated

with brine (salt water)Experimental parameters = 200ns; 512 echoesFigures 3.1,
3.3, 3.4, and 3 are data obtained for the same rock sample.

1D T, distributiors areobtained experimentally itwo different ways. Figure
3.2.a shows the classicRBMG mesurement Theechosignal is collected after a
logarithmically varying number gb pulses.The advantage of this method is that the
full echo can be collected to obtaimlecularspectral informationleading to its use by
chemistgo study theT, relaxation mechanisms of complex molecul&he downside of
this method is that for each iteration with a certain number ptilses, only one data

point is collected before the experimienust le repeated. FigureZb shows what is
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someti mes c-alh CEMG neasarenfert. nirethis sequertbe signal is
collected by sampling the ead®that occubetween eacly pulse. In this way, the
magnetizatiordecay as a fuction of echoes on the order of thousandsteme on the
order of seconds can be obtained during one experinidetT, relaxation distributions
described in this thesis weealmost entirely obtained ugithe method shown in Figure
3.2.b. This method idaster, but the downside is tidie to data acquisition constraints

only the amplitude of the echoes is recorded, so spectral information is not obtained.

o]y
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Figure 32. Twoexperimental methods foneasuringT, relaxation. a)CPMG
experiment The dotted box indicates thtae number ofp pulses is changed
logarithmically for eaclexperiment One echo is sampled for each iteration, which will
be weighted byl, based on how many pulses were performed in that iteration

b) OneShot CPMG experimentThe echoes between each of th@ulses are sampled,
so that arentire T, relaxationdecay can beasnpled during one iteration of the
experiment.

A
v
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2D Relaxation and Diffusion Correlations

In recent yeargwo-dimensional relaxation and displacement correlation
experiment$25-31, 35-48] havebecome more common. o@puting power has
increasedo the point thatast computation algorithms have been develdpatenable
data analysis usingepsonal computefgl9, 50]. TheseNMR experimentsshown in
Figure 33, combine two types of refation or PGSE measurements into a gngl
experiment taquantify the correltons betweemagnetic relaxatiomechanisms and/or

molecular motion.A 2D spectum M, of molecules is obtainedgherdoy molecular

populationsare resolved usgthetwo different measurements, so more detailed
information about the sample is obtained within a single experiment.

The T, - T, sequence in Figure3a[51] obtains the spectrum of molecules with

correlatedT, andT, relaxation mechanisms. The data acquired will have the form:

M(tl,tz):ﬁM ?@ po@Ttlge Z tzngldT +E(t,t,)  (33)
e 1= -

wheret, andt, aretime scales off;, and T, encoding as defined in Figure33a and will
define the range of, and T, values that are sampled, afdt, ,t,) is the noise of the

measurement. The data inversion of 2D exponential decay data of this form will be

discussed in the next section.

An example of a\/IO(Tl,TZ) spectrum of a Berea s@stone rock is shown in

Figure 34. For samples such as rocks with large ratigrfield inhomogeneitiesT,
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Figure 33. Two-dimensional correlation pulse sequences.Ta) T, pulse sequence.
T, data is acquired and is weighted Byby changingt, for each acquisitiont, is
varied logarithmically. b)T, - T, pulse sequenceT, is encoded by application of an
initial train of p pulses; the sigal is stored along theaxis during a storage tine, ;
and thenT, data is acquired. The dotted box indicates thafi{he the first dimension
is encoded by applyinglagarithmicallyvarying number ofp pulses c) D- T, or

P(Z, D)- T, sequence. Diffusioor displacement is encodédthe first dimension by a
PGSTE pulse sequence, thendata is acquired. The magrme of the pulsed gradient
is variedlinearly for each acquisition of, data.
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relaxation will be less affected thdy by magnetic susceptibiliy23]. TheT, andT,

times will be approximately equal for large pores while for smaller pores, ttime will
be significantly longer thathe T, time. The range off, values in Figure & is similar
to the 1D distibution in Figure 31, but by resolving the molecular populationsThyas

well the effecs of surface relaxation andagnetic field inhomogeneities can be

analyzed.For example in Figure 3.4, the smallest pores have the shortesirewda?2 ~

0.001 s and two different; populations,T, ~ 0.5 s andl, ~ 0.01s. These two
populations distinguish between molecules in the middle of the pores that Tiatesa
is affected by diffusion within the magnetic field inhomogeneities but have a ldnger

from molecules which interact with the surface and have both a sfip@edT, .

I;(s) C] &

0.0(;1 0.01 0.1 1
TZ(S)

Figure 34. An example of &, - T, spectrunof a Berea sandstomeck coresaturated

with brine Experimental parameters;: varied between 0.001 and 10 s in 32

logarithmically spaced steps; = 200ms; 512 echoes.

The T, - T, sequenceshown in Figure 33.b consists of encoding foF, , waiting
a mixing timez ,, then measuring th§,. If molecules have the sanig before and

after the mixing time, thdistribution in the 2D spectrum will @dong the diagonal,
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while if molecules have changdd environments durigthe mixing time there will be

off-diagonal peaks in the spectruffihe data will have the form:

o

Qo

~ a-t,,0 a-t,,0
M{t,1.t2)= FYMPIT0 Too JepB ™ Qo 22 0T, T, , +Elt,,01,,)  (34)
(; 21 + (; 22 =+

wheret,, andt,, are time scales of the twib, encodingperiods as efined in Figure
3.3.b and will define the range @i, values that are sampled, aEt(lzll,tzyz) is the noise

of the measurement.

An example of aM (T, T,) spectrum for a Berea sandstone rock is shown in
Figure 35. For this example, the magnetic field infmgeneities ararge andhe off
diagonal peaks indicate the pore girgributionbecause molecuehave had time to
diffuse throughthe magnetic fields within the pore during the mixing tif#6]. The 1D
T, distributionis related tgpore size through the poserface to volume ratio of the rock
[22], but the addition of the mixing time allows quantificatiorad@litionalmolecular

exchange effects.

0.1

£,(s) om l!ﬁf}?

0.001

DG 0.001  0.01 0.1 1

]52(5)
Figure 35. An exampleof a T, - T, spectrum for a Berea sandstaonek coresaturated
with brine. Experimental parameters: number of echoes in the first dimension varied
between 2 and 512 in 32 logarithmically spaced steps200ns; 512 echoes;, =250
ms.
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The D- T, or P(Z,D)- T, correlation sequenahown in Figure 3.c encodes
the molecules ofvater for displacement and then measuresiheThe data foa D - T,

experiment will have the form:

~ e & dw a-t,0
M(g.t:)= MﬁD,Tz)expg- QZgZdzDg@- E%’expé@fgmdn +E(g.t,)  (35)

whereg is the magnitude of the pulsed field gradidgtis the time scale of, sampling
as defined in Figure.3.c and wil define the range of, values that are sampled, and
E(g,tz) is the noise of the measuremebepending on the range galues that are
used and the number of data points acquired, the same pulse sequence cdmobe use
either encode for diffusion or for full propagator datde data analysis dD - T, data
is similar toT, - T, and T, - T, due to the exponential decay relationship between the
diffusion and the appid gradient. P(Z,D)- T, data analysistilizes a Fourier transform
in the displacement dimension andl be discussed in more detail in latErapters.

This sequence can be used to sepanadecorrelatéhe effects ofnolecular
motion andmagnetic relaxatiofb2]. Figure 36is an example of & - T, spectrum for
a porous rock. Satler pores have both more restricted diffusion and a shbyter
Again, he measurement of diffusion and relaxation information in the same experiment

gives more detailed informati@bout the pore structutean D or T, information alone.
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Figure 36. D - T, spectrum for a Berea sandstone rookesaturated with brine
Experimental parametergvaried between 0 T/m and 1.482 T/m inlkarly spaced
stepsd=1 ms;D= 20 ms;t =200ns; 512 echoes.

Data Analysis:Inverse Laplace Transform

For complexsamples with differennagnetic relaxatioeffectsthatcontribute to
the measurememesuling in a range of relaxation decagrstantsthe measured decay

data must be inverted to obtain the distribution of moé=cM ,. The inverse Laplace

transform(ILT) is the technique of choice at this time, but other methods of analysis are
also possibleThe 1D an®D spectra shown in Figures 3.1, 3.4, 3.5, ad\&re
computed using the ILT procedure described below.

If the change in time of thmagnetization is represented as a sum of exponential

decays, the result of a CPMG aseirement may be represented by Eguak 2,
a- t0d .
M (t) = ﬁ/IO(TZ)expthngz. Eachapparentl, may correspond to molecules in
G2~

different size pores, wergoing hydrogen exchange, or other magnetic relaxation effects

as discussed in the previous sectidihe form of the data iEquation 3 is the same as
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that of aLaplace transform:

e}

Ft)= 1 ()exol- stjds  (3.6)

The inverse Laplace transforpair is alsadefined:

o}

£(s)= f (t)exp(st)dt (3.7)

0

Therefore ¢ obtain thenoleculardistribution of apparerit, vaues M ,(T,), an

ILT can be used:
at @

M, () = fM (t)expéﬁggft (3.8)
The ILT is a weHknownill -posed problemi53]. The eigenfunctions do not form a
complete set, so there is always at leastfoeevariable and the problem cannot be fully
defined. The algorithrfor computing the ILT of a given data s®tginsby forming a
function to minimize using nehlinear least squaresibject to constraints that adefined
by the data setStarting with an iitial guess for the final spectruninet solution is then
compared to the given dataing the minimization functioantil thedifferencebetween
the solutiorand the original data is minimized@he minimization function uskis very
important becausendm error of CPMG measuneents is significant due to signal to
noise of the signand will result in an infinite number of possible distributions
Smoothing algorithms are used to constrain the number of final distributions passible
obtain reproducild data inversionCPMG experiments often contain several thousand

echoesand the error minimization takes significant computing time, so reduction of the
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size of the data set to be ayrdd is also often desirabl@hebasic algorithm used to
analyze expnential decaylata in this thesis will first be described, followed by the

modified algorithm with data size reductiased to analyzéatamore efficiently

1D Inverse Laplace Transform

Consider data witkthe form of a sum of exmential decays as Bquation 3.
Echo amplitudeiatal\hg obtainedas a function of time fron, to t, with a 1Done shot

CPMG experimentvith mdata pointcan be represented wector form as:

M =KM, +E (3.9.a)

eexpae—é_ tlg expae—é_ b 8?

e . u
éM (tl)ﬂ é (i:a_z,lg éa-anl:ﬁ;Mo(szl)g EE(tl)ﬂ
& u=é . 6 )9+¢ o (3ob)
eM(t, M € &t o a- EM (T, ¥ &E(t, )Y
e()u% tm8 o thOZUe()U

R

where I\7IJO is the final spectrunas a function oh T, times to be calculated is the
matrix of exponential relations betwetre time of the measement andthe T, times

and E is the error of the measurement.
The algorithm for obtaing 1D relaxation distributions proceeds as follows:

1. Form a vector that correspontd® ga e s 0 f ®,rspedtrang forfexamalel

G elg
M, = é...
ely

2. Form the matriXX thatcontains the exponential relations betw#enrange of

expectedT, valuesandthe timeof the collectediata points. Aypical rangeof expected



52
T, values is 16 valuethat are logarithmicallgpaced betwee0.001 s and 10 s. The
times of the data collection will depend on tbre value used for echo spacing in the
experiment andhie number of echoes, with igpl values bein@s = 400ns and5000

echoes, leading tg,_.,, = 2s. For this example

IQJo
Qo
1

—

é 6 6g A Qo ~ o ~
z . e - 0.000 - 0.000

eopZy . ePE8U w00 L el
e Clai+ GlaeTU & ¢ 0.001 = ¢ 10 =

K=¢ U= 4 .

y e u
?E}(pa;é tsooog e::pa;é t5000% e expm—é -2 g expae_é‘_ 28 u
g ?Tz,l 9 geTz,le 9“|u 8 90'001; 910 - H

The matrixK is therefore fully defined based on exjpnental and calculation

parameters.
3. Calculate the fiF to check against theath set with
F=KM, (3.10)

4. Calculate the erroc?® between the fit and the original data.simple r@resemation

of that error without smoothing feund by rearranging EquationS3a
.y 2
c2=3 mM,)- Fl)- ,)° @1y
i=1

5. lterate theM, spectrum untilc? is minimizedusing a nodinear least squares
algorithm such ashose described by Lawson and HanEo4].

The errorE of the measementis unknown and will be different for each
experiment perfored, so it is undesirable for this measurenserdr to be a significant
factor in calculating the spectrum. There are a number of different ways to avoid this.

For this thesisa smoothig algorithm usingikhonovregularizatiorparametes known
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asa and b was used5Q]. Inthis case,lf in Equation 311 is replaced by factors that

arerelated to the calculated distribution

2 2 2

02=§‘M(tj)- F(tlxz-'-a.ar:.‘Mo(Tz,Xz_'_b.aT-% +d2Mo
= =1 i=1 2 2 |y,

(3.12)

dT;

1-O:0: OO

T2,i

2
0
2
2

0

where d and arethefirst andsecond derivativeof the calclated fit The

2
b parameter for this research was always set to a value of 1, so the last term of this

eqguation is a measure of the smoothness of the calculated distributienoplimala is
found by iterating the data fitting wittifferent valus of a and finding the value that
just minimizesEquation 312

It is this point in the analysis where knowledge of the physical limitatinto
signal to noise ratiof the collected data is important. The tradiebetween the error in
the data fit and the smoothness of the distribution is important becaosmth
distribution of molecular populations in most cases a more physical restitis is
known aghe principle of parsimony, which states that the best solution is the simplest
solution that fits the daf&9]. The effect caused by using too large a valueafas
knowneasl ipg of the distributionodo, and
implies more confidence in the measurement of fine details of the spectrum than is
physically possiblgiven themeasuremerdrror. A robust method of choosing is
therefore important to the data analysis in order to have confidence that the calculated
distributions are physically relevant. Thecurve method55] was used for the data

analysis @scribed in this thesisin examfe of which is shown in Figure 2 Calculated
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¢’ values for differenta values are plotted. As is increased above the optimal value

the ¢? will stay approximately constant, leading to an L shaped curve where the optimal

value ofa is found at the base of the L. At thas, the error between the fit and the data
is balanced out by the smootlsseof the distributionlncreasinga does not decrease the
amount of error between thée &ind the data but instead allothe calculated

distribution to bdess smooth or MfApear |l edo

Figure 37. Example of the dcurve for thedistribution shown in Figure 2.6. The
used to calculate tHanal distribution wagshereforechosen tde 10°.

As a concrete example, considesaanple containing tweetaxation timesl, = 1

s andT, = 0.05sin equal proportionsso thatthe total magnetization is described by

~

M (t) = O.5exp%l—t8+ O.5expge0%50, as shown in Figure.8a. The expected,
¢+~ '

g . -
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spectrum in this case would m&?’o = [0.5,0.5] for T, = [0.0E:L]. In thiscasethere is no
error in the measurement 8@ final T, distribution plotted as a function @, shouldbe
two delta functions with height 0.5 centeredrat= 1 s andT, = 0.05s.

Using the ILT algorithm described abgikecomputedlistribution of T, times
is shown in Figure 8.b. The vector forT, times in this case was 32 values
logarithmically spaced between 0.01 at@l's, i.e.[0.0J,...lO]. As thepictured
distribution demonstrates, the algorithm leads to theeep two populatisat
approximately the same height and approximately centered at 0.05 and 1, butahere is
distribution of possiblél, times around each,. The peaks have a finite width and as a
result do not have exactly a height of 0&h a = 10° was found to be the optial value
using the kcurve method

Figure 38.c demonstrates what the compuligddistribution will look like if a
nonoptimal valuefor a is used. Using aa that is smaller than the optal value
(LHS of Figure 38.c) allowsfor too much errorc? between the solution and the data,
and often leads to features such as very broad distributions that do not iretsolve
multiple populations. The large peak seen forsthellestT, value consideret$ also a
common feature of these distributionBhe algorithm finds that there is a population
with a shortT,, but the largec? allowed at thisa value means that the pictured

distribution is a good enough fit even though the population is not resdlisédg ana
that is larger than theptimal value (RHS of Figure.&c) may lead to very sharp peaks

despite the fact dt thereal data is noisy and the distribution is not known at such
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precision. In this case, there is no error so the peaks should be highly resolved, but in

most casethis is not a physical result.

Figure 38. Simulated CPMG data for a sample witlf of the molecules decaying with
aT, of 1s and half of the molecules decaying witfii,aof 0.05s, i.e.

M(t) = 0.5expge_1—t8+ O.5expg%%58. a) Simulated raw data. B, distribution
(; = (; . =
obtained bynverse Laplace transformation of the simulated datac3eDemonstration

of the effect of varying th@ parameter on the computed distribution.





































































































































































































































































































































































































































































